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Abstract 

 

Currently, the world's mainstream Large Language Models (LLMs) offer significantly less support 

for Chinese than for English, resulting in challenges when utilizing generative LLMs to produce 

high-quality Chinese traditional literature works. This paper proposes a data source creation 

method, this method interprets words according to their extended meanings, which means one 

meaning of a word produces another or several meanings related to it in the process of language 

development, then use a word segmentation tool to divide the different meanings of a word, which 

re-quantifies the nouns, verbs, stories and histories in classical Chinese, the advantage of 

quantifying in this way is that it can effectively solve the problem of polysemy of words, and 

enhances the logical correlation between contexts. From the results, the correlation between the 

generated classical Chinese and the real results has been greatly improved. We use the Retrieval 

Augmented Generation (RAG) method to get the results at the least cost without retraining the 

new LLM. 
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Introduction 

 

Classical Chinese literature is a vital carrier of Chinese culture, characterized by its concise 

language and profound meaning, often presented in the form of polysemous words and allusions. 

(Xiang, 2024; Liu, 2022) However, there is a significant semantic gap between classical texts and 

modern Chinese, as many words have evolved to carry multiple meanings over time, and their 

grammatical structures differ significantly from those of modern Chinese. Currently, LLMs 

primarily use English training data, with very little Chinese corpus, especially classical literary 

resources.  

 

 This paper utilizes RAG technology within the Langchain framework. (Cai, 2023; Pokhrel, 

2024) Langchain, as a modular development framework, provides a flexible toolchain for LLM 

https://creativecommons.org/licenses/by/4.0/


 

 

INTI JOURNAL | Vol.2025, Issue 2, No.10 

eISSN:2600-7320 

https://intijournal.intimal.edu.my 

 

applications, supporting functions such as data retrieval, context management, and multi-step 

reasoning (Leong, 2025a; 2025b; 2025c). The system can first retrieve the extended meanings of 

target words, then guide the LLM to output text that fits the context based on dynamically 

generated contextual prompt words. 

 

 RAG allows us to realize our ideas without retraining new large models, instead building 

upon existing large models. First, retrieve the context provided by the user from the external data 

source, and then retrieve the relevant information to insert into the model prompt, allowing the 

LLM to generate the required results (Jeong, 2023). A typical RAG application has two main 

components (Şakar, 2025). Indexing: A process used to obtain data from a data source, generate a 

vector representation, and save it in a vector database. Usually done while offline; Retrieval and 

generation: The actual RAG chain, which receives user queries at runtime, retrieves the relevant 

data from the indexed data, and then passes it to the LLM. 

 

The complete sequence from the original data to the answer comprises five parts, and the 

LangChain framework provides all the necessary building modules, ranging from simple to 

complex RAG applications: Load, Split, Store, Retrieve, and Generate. The specific process is 

shown in Figures 1 and 2: 

 

 
Figure 1.  Load, split, and store the data sources 

 

 
Figure 2.  Retrieve and generate answer 

 

 

 

Methodology 

 

The first question of generating data sources is where the data comes from. We compared some 

classical Chinese poetry websites and found that there were many invalid contents and some errors 
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in the content, so we chose school textbooks from different provinces in China as the source of 

data, and used Spider, Jieba word segmentation, and other technologies to complete our data 

sources. 

 Spider: We used the automated program, Spider, for browsing and extracting information 

over the Internet. Crawlers extract data from web pages and store it by simulating the behavior of 

human users (Kaur, 2015; Mitchell, 2018), or for further processing. When the crawler starts to 

work, it first selects a starting web page as its starting point and then gradually passes through and 

visits other links according to certain rules. The crawler obtains the web content by sending an 

HTTP request and uses the HTML parser to extract the required data.  

 

 This paper uses Requests to send HTTP requests, grab classical Chinese content, and 

generate TXT-type files. When generating the database, we should keep the information of the 

title, the author and the dynasty, so we are very careful in designing the capture data code. The 

Spider code and generated the TXT file are shown in Figure 3. 

 

 

 
Figure 3. Extract the classical Chinese content and output a TXT file 

  

 

Jieba: Jieba is a third-party Chinese word library in Python, known for its simplicity, ease 

of use, powerful functions, and excellent performance. It is widely used in natural language 

processing fields, such as text analysis, information retrieval, and machine translation. The core 

function of Jieba word segmentation is to cut a piece of Chinese text into independent words.  

  

It supports three main modes of word segmentation: Precision mode, which attempts to cut 

the sentence most precisely, is suitable for scenarios such as text analysis. Full mode: List all 

possible words in the sentence without considering ambiguity. (Zhao, 2024) Search engine mode: 

based on the accurate mode, long words are segmented again, improving the recall rate and making 

it suitable for search engine construction indices. The full mode code is shown in Figure 4. 
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Figure 4.  Use Jieba segmentation to divide classical Chinese into nouns and verbs 

 

In addition to the basic word segmentation function, Jieba also provides the following 

functions: part-of-speech annotation. Jieba can mark the part of each word in the result of word 

segmentation, such as nouns, verbs, adjectives, etc. This is particularly useful for a more in-depth 

text analysis. 

After word segmentation, sort nouns, verbs, and adjectives according to their frequency, 

and integrate by words. Other data sources utilize complete classical Chinese works for translation, 

whereas we choose to translate by word. As a result, the storage space of the generated data sources 

has increased, but the content is more detailed. It is worth mentioning that when we performed 

such a quantification, we got a very good response in the subsequent implementation of the RAG 

method. We chose to use the Qwen LLM to handle Retrieve and Generate. Here is a presentation 

of the results in Figure 5. 

 

 
Figure 5. Generate results for presentation 

 

 

 

Results and Discussion 

       

When using large language models to generate classical Chinese, the decision on whether to 

employ retrieval augmentation generation technology has a significant impact on the quality of the 

generated results, particularly in two key dimensions: text accuracy and semantic coherence. Due 

to the limitations of the static knowledge base's coverage, traditional methods often struggle to 

accurately grasp linguistic phenomena, such as the polysemy of words and the differences in 
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meaning between ancient and modern words in classical Chinese, resulting in problems like 

historical errors or inappropriate contexts in the generated texts. Given this technical bottleneck, 

this paper proposes a data source generation method based on multi-semantic extension, which 

classifies classical Chinese words according to their linguistic features, such as extended meaning, 

false meaning, and allusion usage, by constructing a multi-dimensional word meaning vector space, 

to expand the semantic coverage of retrieval resources significantly. 

 

The comparative experimental results shown in Figures 6 and 7 confirm that the proposed 

method has a substantial improvement in accuracy and consistency compared with the traditional 

RAG method. These improvements provide a new technical path for researching ancient text 

generation in the field of computational linguistics and lay a methodological foundation for the 

intelligent processing of ancient books in digital humanities research. In terms of allusion accuracy, 

the new method has an accuracy rate of 72%, which is 7 percentage points higher than the 

traditional method's 65%. In terms of polysemy resolution, the accuracy of the new method is 65%, 

which is 24 percentage points higher than the 41% of the traditional method. In terms of 

consistency, the new method can generate 82% of the human mind in classical Chinese, compared 

to only 51% of the traditional method. 

 

 
Figure 6.  Different methods of accuracy comparison 

 

 
Figure 7.  Different methods of coherence comparison 

   



 

 

INTI JOURNAL | Vol.2025, Issue 2, No.10 

eISSN:2600-7320 

https://intijournal.intimal.edu.my 

 

They fine-tune on the existing large model (Ihnaini, 2024), as we said that one of the two 

ways to solve the limitations is fine-tuning, the advantage of fine-tuning is to get a new large model 

but also causes a waste of resources. Our approach to using RAG enables existing large models to 

retrieve new data sources we create, with the same effect, without requiring retraining of the large 

model. 

 

 

Conclusions 

 

RAG enables Langchain to retrieve contextually relevant texts from a curated knowledge base 

(e.g., annotated Confucian classics, dynastic histories), thereby enhancing the language model’s 

ability to generate semantically and historically accurate responses in Classical Chinese. This is 

critical because Classical Chinese is highly context-dependent and elliptical; the words often carry 

multiple meanings depending on the era or text. When translating or explaining Classical Chinese 

texts, RAG retrieves scholarly interpretations, commentaries, or parallel modern Chinese 

translations. This supports multi-layered understanding and cross-validation of meanings. The 

application of RAG in Langchain significantly enhances the handling of Classical Chinese texts 

by providing contextual accuracy, scholarly relevance, and interactive capabilities. It enhances 

traditional NLP pipelines with retrieval-enhanced comprehension, making it suitable for academic 

research, cultural preservation, and AI-assisted classical education. 
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