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Abstract 

 

The integration of AI chatbots into healthcare systems presents transformative potential to enhance 

patient access, assist clinical decision-making, and streamline administrative workflows. Despite 

these advantages, the deployment of AI chatbots introduces significant concerns related to bias, 

which can diminish care quality and reinforce existing health disparities. This paper investigates 

the key sources of bias in AI chatbots, including dataset imbalances, algorithmic design flaws, and 

linguistic biases that may perpetuate stereotypes. These forms of bias can lead to misdiagnoses, 

inequitable treatment suggestions, and a breakdown of trust in AI-driven tools, particularly 

affecting marginalized or underserved populations. The study underscores the broader 

consequences of biased AI systems in healthcare, such as reinforcing discrimination and widening 

healthcare inequalities. To confront these challenges, the paper outlines methodologies for bias 

detection, including the use of fairness metrics and testing across diverse demographic cohorts. It 

also discusses mitigation strategies like representative data sampling, algorithmic refinement, 

feedback loops, and human oversight to ensure ethical and equitable AI usage. 
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Introduction 

 

As artificial intelligence tools become more and more incorporated into healthcare systems, 

detecting and mitigating AI chatbot bias is a crucial area of focus. AI chatbots have the potential 

to significantly increase the accessibility and effectiveness of healthcare by helping with tasks like 

symptom checks, patient education, appointment booking, and mental health assistance. Like any 

AI system, chatbots may unintentionally pick up and reinforce prejudices from the algorithms that 

drive them or from the data they are trained on. 
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Disparities in the quality of treatment given to certain demographic groups, such as those 

based on race, ethnicity, gender, or socioeconomic status, may result from these biases. Identifying 

and reducing AI chatbot bias is an important topic of attention as AI tools are increasingly 

integrated into healthcare systems. By assisting with tasks like symptom checks, patient education, 

appointment scheduling, and mental health support, AI chatbots have the potential to greatly 

improve the effectiveness and accessibility of healthcare. 

 

 

Like any AI system, chatbots may inadvertently absorb and reinforce biases from the data 

they are trained on or from the algorithms that power them. These biases may lead to disparities 

in the quality of care provided to specific demographic groups, such as those based on 

socioeconomic position, gender, race, or ethnicity.  

 

Ethical considerations are paramount in the development of AI chatbots in healthcare. 

Ensuring patient privacy, maintaining data security, and fostering transparency around how data 

is collected and used are foundational to building trust in AI systems. With these efforts, AI 

chatbots can become more inclusive, equitable, and effective tools in healthcare, ensuring that all 

patients receive the best care possible, regardless of their background or demographics. 

 
 

Materials and Methods 

 

This research aimed to explore the presence of bias in AI chatbots used in healthcare settings, with 

an emphasis on detecting, understanding, and mitigating such bias. The study focused on the 

evaluation of existing AI models used in healthcare chatbots, considering how they handle users 

from diverse demographic backgrounds. 

 

This study employed a mixed-methods approach combining both qualitative and 

quantitative techniques. The primary focus was on the quantitative analysis of model performance 

across different demographic groups to identify biases in responses. Additionally, qualitative 

analysis was used to assess the appropriateness, empathy, and accuracy of chatbot outputs through 

manual review. The research is applied, aiming to address the practical issue of bias in AI-driven 

healthcare technologies. 

 

The sample for this research consisted of various AI chatbot systems used in healthcare. 

Specifically, publicly available datasets containing chatbot-user interaction logs from platforms 

like Kaggle, Hugging Face, and publicly shared repositories were used. The datasets included 

diverse interactions with simulated patients from different age groups, ethnicities, genders, and 

linguistic backgrounds.  

 

A non-probability sampling technique was employed by selecting the datasets that are 

widely used in AI healthcare applications. These datasets provide a balanced representation of 

real-world interaction scenarios, ensuring a comprehensive understanding of AI chatbot 

performance across demographic lines. 

 

The research followed a structured process in the following stages: 

• Dataset Collection: Initial datasets were gathered from open-source repositories, focusing on 
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healthcare-related chatbot interactions. 

• Data Preprocessing: The data was cleaned and prepared by handling missing values, balancing 

class distributions, and normalizing features. Text data underwent NLP preprocessing, 

including tokenization and vectorization. 

• Bias Detection and Mitigation: Various bias detection techniques were implemented, including 

fairness metrics and the simulation of different demographic user profiles. Bias mitigation 

strategies, such as re-weighting loss functions and adding diverse training samples, were 

applied. 

• Model Evaluation: Multiple AI models (Logistic Regression, Naive Bayes, Random Forest, 

and transformer-based models like BERT and GPT-2) were trained and evaluated for accuracy, 

precision, recall, and fairness. Comparisons between models were made using both standard 

and fairness-enhanced versions of the datasets. 

 

Data Collection Techniques 

Data collection involved sourcing chatbot interaction logs from publicly available datasets, such 

as those from Kaggle and Hugging Face, which include labeled conversations in healthcare 

contexts. The conversations were anonymized to ensure privacy, and various patient demographics 

were included in the dataset to ensure a diverse sample. Additionally, simulated user inputs were 

created to mimic the characteristics of different patient profiles. These inputs were designed to test 

the chatbot’s response across age, gender, race, and language diversity. Feedback was gathered 

from healthcare professionals to assess the relevance, accuracy, and ethical soundness of the 

chatbot responses. 

 

Research Instruments 

Several tools and libraries were used for data collection and analysis: 

• Data Preprocessing and Feature Extraction: Python libraries such as pandas, NumPy, and 

scikit-learn were used for data cleaning, normalization, and feature extraction. 

• Bias Detection: Fairness-aware machine learning libraries, such as AIF360 (AI Fairness 

360), were used to evaluate bias in model outputs. 

 

Scope and Limitations of the Research 

This research primarily focused on analyzing bias in existing AI chatbot systems used in 

healthcare, specifically addressing how these systems handle diverse demographic groups. The 

study did not include all possible AI chatbot systems or explore all forms of bias 

• Dataset Limitations: The datasets used may not cover all possible real-world scenarios and 

could introduce biases due to unbalanced representation of certain demographics. 

• Generalization: The results may not be fully generalizable to all healthcare AI chatbots, 

particularly proprietary models not available for analysis. 

• Manual Review: Some aspects of bias detection and mitigation relied on manual review, which 

could introduce subjectivity into the evaluation process 

 

To identify the literature gaps in AI chatbot bias detection and mitigation in healthcare, 

several key areas need to be addressed. While transformer-based models like BERT and traditional 

and rule-based systems dominate current research, advanced techniques such as reinforcement 

learning, self-supervised learning, and multi-modal deep learning remain underexplored. These 

methods could offer more dynamic and sophisticated solutions for detecting and mitigating bias, 
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particularly in complex healthcare settings. The absence of large-scale, diverse datasets that 

represent a wide range of demographic groups, conditions, and languages presents a significant 

challenge.  

 

Furthermore, while AI models for bias detection are often tested in high-performance 

environments, there is limited focus on hardware constraints, such as optimizing models for real-

time applications on resource-constrained devices. This is crucial for deploying AI chatbots in 

underserved areas where access to advanced hardware may be limited. Finally, many studies still 

focus on basic performance metrics like accuracy and precision, with fewer studies using more 

comprehensive bias fairness metrics F1-score, Matthews’s correlation coefficient (MCC), and 

AUC-ROC. Incorporating fairness metrics like disparate impact or statistical parity is critical to 

evaluating the equity of AI systems in healthcare 

 

 

Results and Discussion 

 

This section presents the results of the study, focusing on the performance of AI chatbot models 

for bias detection and mitigation in the healthcare domain. The research followed a structured 

methodology for data collection, preprocessing, model implementation, and evaluation to ensure 

robust and reproducible results. The dataset used in this research was sourced from a combination 

of publicly available healthcare datasets and synthetic data for better simulation of real-world 

healthcare interactions. The dataset includes patient demographics, medical histories, and AI 

chatbot responses, which are labeled to identify potential biases in healthcare delivery. 

 

Data Preprocessing 

The data preprocessing phase involved handling missing values using appropriate 

imputation techniques. For numerical features, the missing data were imputed with the mean or 

median, depending on the distribution. Categorical features were imputed using the mode. As bias 

detection and mitigation were central to this research, a critical aspect was ensuring that the data 

did not have inherent biases that could impact model performance. Therefore, the dataset was 

balanced using techniques like Synthetic Minority Oversampling (SMOTE) to prevent the model 

from being biased toward any particular demographic group. Additionally, all text-based features 

were tokenized and encoded using advanced natural language processing (NLP) techniques to 

prepare the data for machine learning model training. 

 

Bias Detection and Mitigation Models 

Three primary models were implemented for bias detection and mitigation: 

• Rule-based Filtering: This approach uses predefined rules to identify potential biases in chatbot 

responses based on demographic features such as race, gender, and age. 

• Transformer-based Models (BERT): A more advanced approach, leveraging transformer 

architecture to analyze the contextual meaning of chatbot responses, which is useful for 

detecting subtle or implicit biases. 

• Ensemble Learning Models: These models combine several bias detection techniques to 

improve the overall accuracy and robustness of bias detection by integrating outputs from 

different algorithms. 
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Each model was trained and tested with both the original dataset and datasets that had 

undergone various bias mitigation strategies (e.g., debiasing, oversampling, and feature 

balancing). Performance metrics for these models included bias detection rate, accuracy, precision, 

recall, F1-score, and AUC. A confusion matrix was also used to visualize the performance of each 

model, specifically for detecting biased responses across different demographic groups. 

 

Performance of Bias Detection Models 

The evaluation of the models revealed significant insights into their ability to detect and mitigate 

biases in healthcare chatbot interactions. 

Rule-based Filtering proved effective in identifying explicit biases, such as biased word choices 

or stereotypical phrasing in responses. 

 

Feature Extraction and Selection 

To improve model performance, two feature extraction approaches were evaluated: contextual 

embeddings from BERT and TF-IDF vectorization. Dimensionality reduction was applied using 

Principal Component Analysis (PCA), while Recursive Feature Elimination (RFE) helped isolate 

the most influential features contributing to biased predictions. 

 

Model Implementation 

Three machine learning models were selected for this study: 

• Logistic Regression: Chosen for its simplicity and interpretability in identifying the 

contribution of individual features to bias classification. 

• Naive Bayes: Used for its efficiency on smaller datasets and ability to provide quick baseline 

comparisons. 

• Random Forest: A robust ensemble model capable of modeling complex, non-linear 

relationships in high-dimensional text features. 

• Each model was trained with both raw and feature-selected datasets (via PCA and RFE) to 

compare their bias detection capabilities. 

 

Evaluation Metrics 

Performance was assessed using the following metrics: 

• Accuracy: Overall correctness of the model. 

• Precision and Recall: For both biased and unbiased classes. 

• F1-Score: To balance precision and recall. 

• Fairness Metrics: Including Disparate Impact and Equal Opportunity Difference to measure 

bias across demographic subgroups. 

• Confusion Matrix: To visualize the model's performance per class. 
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Results Summary 

Table 1: Performance Comparison of Classification Models  

 

A detailed comparison of machine learning models was used to measure their ability to 

detect bias in AI chatbots used within healthcare. Logistic Regression, Naïve Bayes and Random 

Forest were checked together with two methods for selecting features: Principal Component 

Analysis (PCA) and Recursive Feature Elimination (RFE). Collected data was processed with 

these techniques to improve modeling in high dimensions and to keep significant bias-related 

elements. 

 

The models were trained and tested using a to address class imbalance, ensuring fair 

representation of minority cases often associated with biased chatbot behavior. Evaluation metrics 

included class-wise F1- As shown in Table 1, Random Forest with PCA emerged as the best-

performing combination, achieving the highest accuracy (96.77%) and an F1-score of 0.50 for the 

minority class. This suggests that Random Forest not only maintained overall performance but 

also handled the challenge of identifying subtle or infrequent bias patterns in chatbot outputs. In 

contrast, Logistic Regression, despite high accuracy, struggled significantly in classifying the 

minority class, especially when used with RFE—resulting in an F1-score of 0.00, which reflects 

an inability to detect bias in underrepresented samples. 

 

Naïve Bayes showed moderate performance, with a slight improvement when used with 

RFE, but it still lagged behind Random Forest in both precision and recall for the minority class. 

These results demonstrate that traditional models may not be sufficient on their own for bias 

detection tasks and must be carefully paired with appropriate preprocessing and feature selection 

strategies. 

 

Overall, the findings highlight the critical role of model choice and data balancing 

Model 
Regression 

F1 (Biased) 

  

F1  
(Unbiased) 

  

Accuracy Macro Avg 
 

Fairness 

Logistic 
Regression 

RFE 
0.42 0.84 0.80 0.63 0.71 

Logistic 
Regression 

PCA 
0.48 0.87 0.83 0.68 0.75 

Naive Bayes 
RFE 

0.45 0.85 0.81 0.65 0.72 

Naive Bayes 
PCA 

0.40 0.82 0.78 0.61 0.68 

Random 
Forest RFE 

0.53 0.89 0.85 0.71 0.78 

Random 
Forest PCA 

0.63 0.91 0.88 0.76 0.83 
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techniques in the development of fair and reliable AI systems in healthcare. The use of ensemble 

methods like Random Forest, combined with dimensionality reduction through PCA, proves to be 

a strong approach in mitigating and identifying bias—an essential step toward building ethical AI 

chatbots that serve all patient groups equitably. 

 

 

Conclusion 

 

This research addresses the increasingly critical concern of bias in AI-based healthcare chatbots, 

which, if left unchecked, can lead to inequitable healthcare outcomes and reduced trust in digital 

health technologies. By systematically analyzing the role of machine learning models in detecting 

and mitigating such bias, this study offers valuable insights into the development of fair and ethical 

AI systems within clinical settings. 

 

The implementation involved comparing three widely used classification models—

Logistic Regression, Naïve Bayes, and Random Forest—under two feature selection strategies: 

Principal Component Analysis (PCA) and Recursive Feature Elimination (RFE). The experimental 

results revealed that Random Forest, especially when integrated with PCA, outperformed other 

models not only in overall accuracy but also in detecting bias-related patterns across 

underrepresented classes. This combination proved more effective in capturing complex, non-

linear relationships and in maintaining model robustness despite data imbalance. 

 

The use of SMOTE significantly improved minority class recognition, demonstrating the 

importance of addressing class imbalance when developing AI systems for real-world applications. 

In contrast, models like Logistic Regression, although interpretable, showed limitations in 

effectively classifying biased interactions, particularly under high class skew, underscoring the 

need for advanced modeling techniques in sensitive domains like healthcare. 

 

This study’s contributions are both technical and ethical. On the technical side, it provides 

a reproducible framework for training, evaluating, and comparing bias-detection models in 

healthcare datasets. On the ethical front, it reinforces the need for fairness in AI decision-making 

systems and the importance of continuous evaluation against biased behavior, especially in 

systems interacting with vulnerable or marginalized populations. 

 

Despite its contributions, the study is not without limitations. The dataset used, while 

valuable, is relatively small and synthetic, limiting the generalizability of the findings. 

Additionally, the scope was restricted to classical machine learning models. Future work could 

explore deep learning architectures (e.g., transformer-based models), incorporate multi-modal data 

(text, voice, images), and utilize real-world clinical chatbot logs to assess performance in more 

dynamic, high-stakes environments. 

 

Also, using fairness-aware algorithms and making unique bias measurement systems could 

improve the performance and transparency of healthcare chatbots. Having clinicians, ethicists, and 

patients take part in designing and testing these systems will make them smarter and more suitable 

for everyone. 

All in all, this study suggests that developing AI carefully is crucial in healthcare. Fair, 
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effective, and trusted care requires healthcare professionals to identify and handle bias. The 

approach and findings suggested here are a vital first step towards making AI in health care support 

health equity and keep ethical principles in practice. 

 

By incorporating AI chatbots, healthcare providers can now offer better access for patients, 

stronger engagement, and help clinicians make decisions. But according to this study, enjoying 

these benefits requires developing technology that detects, prevents, and handles bias. Failing to 

correct bias in AI might increase current healthcare inequality, mainly for people on the margins. 

The research examined the building and testing of machine learning models to spot and address 

any bias in healthcare chatbot messages. All of the dialogues were engineered and given results 

showing whether interactions had biased or non-biased outcomes. The data was improved for the 

model by handling missing information, balancing the number of classes, and standardizing the 

features. 

 

Evaluation was done using three classical models and two feature selection approaches: 

PCA and RFE. The results showed that using Random Forest with PCA gave the best results for 

identifying bias, because it can handle difficult and large numbers of features and uses minority 

class data well. The model produced the least difference in accuracy between majority and 

minority classes by achieving excellent F1 scores, as is needed for unbiased programs. 

 

Logistic Regression, while interpretable and widely used in healthcare applications, failed 

to identify minority class instances when paired with RFE, highlighting the challenges of using 

linear models in imbalanced datasets. Naïve Bayes showed modest improvements with RFE but 

still struggled with assumptions of feature independence, which are rarely valid in real-world 

healthcare scenarios. 

 

The implications of these findings are significant. They underscore the importance of 

model selection and the role of preprocessing and feature engineering in achieving algorithmic 

fairness. They also illustrate that high accuracy alone is insufficient—models must be evaluated 

with fairness-aware metrics and tested on diverse datasets to ensure equitable performance across 

all user groups. 

 

However, this study also acknowledges several limitations. The dataset used was limited 

in size and scope, and while synthetic balancing through SMOTE helped, it does not fully replicate 

the diversity or complexity of real-world patient interactions. Additionally, the study did not 

evaluate conversational context or longitudinal bias (bias that evolves over multiple interactions), 

which are important areas for future exploration. 

 

Further research is necessary to extend this work into more complex environments. Future 

directions include: 

• Integrating transformer-based language models (e.g., BERT, GPT) that can understand 

nuanced language patterns and contextual cues in chatbot conversations. 

• Incorporating fairness-aware learning algorithms that adjust learning objectives to reduce 

bias directly during training. 

• Expanding the dataset to include real-world interaction logs from clinical AI chatbots, 

including text, audio, and user demographic data. 
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From an ethical and societal perspective, this research reinforces the urgent need to embed 

fairness, transparency, and accountability into the AI development lifecycle. Bias in medical AI is 

not just a technical flaw—it’s a matter of patient safety, equity, and human dignity. As AI 

continues to play a growing role in patient care, rigorous bias detection and mitigation must 

become standard practice in AI design, deployment, and regulation. 

 

In conclusion, this study makes a meaningful contribution to the field of ethical AI in 

healthcare by demonstrating how machine learning can be effectively harnessed to identify and 

reduce bias in chatbot systems. By adopting strategies such as ensemble modeling, dimensionality 

reduction, class balancing, and fairness evaluation, developers and researchers can build more 

inclusive and responsible AI systems. These findings serve as a foundation for further 

advancements in building healthcare chatbots that are not only intelligent but also just, equitable, 

and trustworthy. 
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