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Abstract 

 

From traditional medicine to today’s research in pharmacology, herbal plants are seen as very 

important. Yet, correctly identifying herbal species is challenging since many species share the 

same features and must be classified by experienced taxonomists. Technological advances such as 

deep learning have provided a way to automate this work with improved accuracy. The proposed 

system identifies herbal plants by analyzing their images using Convolution Neural Networks 

(CNNs), which are known for being effective in computer vision. To ensure the dataset is strong, 

I used thousands of clear leaf pictures from various herbal plant species that were taken in many 

environmental settings. Before training, the images were processed in stages by normalizing them, 

creating variations, and separating important objects. To find the most suitable CNN, VGG16, 

ResNet50, and MobileNetV2 were assessed based on their accuracy, how efficient they are, and 

whether they could be used on mobile phones. By using transfer learning, the model could take 

advantage of previously trained models on huge image collections. 

. 
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Introduction 

Herbal plants have been an essential component of traditional medicine systems such as Ayurveda, 

Traditional Chinese Medicine, and African ethno medicine for centuries. Despite their importance, 

accurate identification of herbal species remains a significant challenge, especially in regions with 

rich biodiversity and overlapping morphological traits among plants. Misidentification can lead to 

ineffective or even harmful applications in medicinal and agricultural contexts. Traditionally, 

herbal plant identification relies on botanical expertise, field surveys, and morphological 

comparisons, which are time-consuming, subjective, and not easily scalable. Among these, deep 

learning, particularly Convolution Neural Networks (CNNs), has emerged as a powerful tool for 

image-based classification tasks. 
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This study explores the potential of deep learning in automating the identification of herbal 

plants based on leaf images. By leveraging large, annotated datasets and advanced CNN 

architectures, we aim to build a system capable of recognizing subtle visual cues such as leaf shape, 

venation patterns, and surface texture. The objective is not only to achieve high accuracy but also 

to create a solution that can be adapted for practical use in mobile applications, field research, and 

educational platforms. 

 

In addition to improving identification accuracy, this research seeks to contribute to the 

digitization and preservation of traditional plant knowledge. As biodiversity continues to face 

threats from habitat loss and climate change, technologies like deep learning can play a pivotal 

role in documenting and protecting valuable plant species. This project thus sits at the intersection 

of technology, ecology, and medicine—an effort to blend innovation with conservation. High 

interpretability, which allows medical personnel to understand the main risk factors that contribute 

to diagnosis (Linardatos & Papastefanopoulos,2021).  

 

On the other hand, Naive Bayes offers an efficient probabilistic approach in processing 

small datasets, assuming independence between features (Chen et al., 2020). Meanwhile, Random 

Forest stands out in handling complex relationships between variables with a high degree of 

accuracy, making it strong. 

 
 

 

 

Figure 1. Sample of Dataset 

 

Herbal plants represent a vast and largely untapped reservoir of bioactive compounds that 

have been utilized for centuries in traditional medicine and continue to be of immense interest in 

modern pharmacological research. In many rural and indigenous communities, herbal remedies 

serve as the primary source of healthcare, while in industrialized nations, there is a growing 

demand for plant-based and organic therapeutic alternatives. Despite the critical role these plants 

play, the accurate identification and classification of herbal species remain a complex task due to 

their morphological similarities, regional variations, and changing physical characteristics across 

growth stages and seasons. 

 

As a final step, the entire process of model training and evaluation will be rigorously 

documented to ensure reproducibility of results and fair comparison between models. Thus, this 

research not only contributes to selecting the most accurate ML model for detecting lung cancer 
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but also provides deeper insights into how artificial intelligence can change the landscape of 

medical diagnosis in the future. If applied correctly, this technology could potentially save more 

lives by providing faster, cheaper, and more accurate early detection than current conventional 

methods. 

 

 

Material and Method 

 

In this research, Convolutional Neural Networks (CNNs) form the main theoretical part used for 

labeling different herbal plants. It explains the concepts and technologies that are most important 

for the methodology. 

 

Deep learning is a section of machine learning using multi-layered artificial neural 

networks to learn from complicated data. Contrary to ordinary machine learning, deep learning 

learns key features from raw images independently, giving it a clear advantage for processing 

images. 

 

• Convolutional Neural Networks (CNNs): CNNs are made for handling data arranged in a 

grid-like pattern such as images. Most CNN architecture designs have multiple layers inside 

them.  

• Convolutional Layers: Apply filters on the input image to detect areas such as edges, different 

textures, and shapes across the image. 

• In most cases, ReLU (Rectified Linear Unit) is used to make the network non-linear. 

• Downsizing feature maps by pooling layers allows us to focus on important points (max 

pooling is an example). 

• High-level reasons and makes predictions after the extraction of features in the first layers. 

• Softmax Layer: Transforms the network’s output into estimates of the probability that the input 

belongs to a particular class. 

• Plant identification with CNNs is reliable since they are able to detect delicate aspects of leaf 

shapes like veins, borders, and other textures. 

• Transfer Learning: By using a well-trained model, we can tackle a different job. For this study, 

ResNet, MobileNet and InceptionV3 models, trained on ImageNet, are fine-tuned using a 

dataset of herbal leaves. Taking this approach leads to faster training and helps models perform 

well, mainly when the data collection is not large. 

 

Image Processing Techniques: 

• Preprocessing of images is used to increase the accuracy of deep learning models. 

With normalization, the pixel values are always in a consistent range. 

By augmenting data, we can use simple transformations to improve the ability to generalize. 

By segmenting the leaf from the background, noise is reduced. 

 

The performance is checked for the model is checked using recognized classification 

measurements. This is the number of predictions      got right over the number      predicted in total. 

• Precision & Recall tell how many of the suggested plants are important and how many of the 

important ones are recognized. 



 

 

 

JOURNAL OF DATA SCIENCE | Vol.2025, Issue 1, No.6 

eISSN:2805-5160  

http://ipublishing.intimal.edu.my/jods.htm 

• F1 Score: It measures average precision and recall. 

A Confusion Matrix shows the number of true positives, false positives, false negatives, and 

true negatives. 

• Identifying herbal plants helps to save traditional medicine, prevent any risks and assist in 

botanical science. To identify plants, one would typically rely on their looks and the expertise 

of others which can be both time-taking and incorrect. In recent times, CNNs have become 

important as they can accurately and quickly classify different types of plants in images. 

 

Deep learning models are created by studying many pictures of herbal plants, so they can 

recognize subtle changes in things like leaf color and shape, the arrangement of veins and plant 

texture. They perform better than standard image processing techniques since they extract the 

essential features without needing humans to select them. After being trained, a model using deep 

learning can identify different plant species very precisely, even when they look similar. 

Consequently, deep learning has become very helpful in applications and tools needed for rapid 

identification on the go. 

 

Despite its advantages, deep learning-based herbal plant identification faces some 

challenges. The quality and diversity of training data significantly influence model performance—

poor lighting, occlusion, or background noise can reduce accuracy. Additionally, the scarcity of 

labeled datasets for rare or regional medicinal plants can limit the model's generalization ability. 

Ongoing research is focusing on improving dataset quality, leveraging transfer learning, and 

integrating multi-modal data (such as text and chemical profiles) to enhance the reliability and 

scope of deep learning in herbal plant identification. 

 

Further enhancing accuracy, researchers have started incorporating advanced techniques 

such as transfer learning and data augmentation. Transfer learning allows models pre-trained on 

large datasets like ImageNet to be fine-tuned for specific herbal plant datasets, reducing the need 

for massive amounts of training data. Data augmentation techniques—such as rotation, scaling, 

and flipping—help in increasing the robustness of the model by exposing it to varied image 

conditions. These techniques help reduce overfitting and improve performance, particularly when 

dealing with limited data for certain plant species. 

 

Moreover, deep learning is being integrated with mobile and cloud computing platforms to 

make herbal plant identification more accessible in real-time scenarios. Mobile applications 

embedded with trained models enable users, such as farmers, herbalists, and researchers, to 

identify plants on the spot using just a smartphone camera. This not only democratizes access to 

plant knowledge but also contributes to the creation of large, crowd-sourced datasets that can 

further train and refine existing models. As technology evolves, the combination of artificial 

intelligence and traditional botany is expected to revolutionize herbal plant research and 

application. 

 

In addition to visual features, recent developments have explored multimodal approaches 

that combine image data with textual descriptions, GPS metadata, and environmental information. 

For example, pairing leaf images with known habitat locations or medicinal uses can improve the 

context-awareness of the deep learning model. This fusion of data types helps the model make 

more informed predictions, especially when visual similarities between different species pose a 
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challenge. Such hybrid systems enhance both the accuracy and reliability of identification, making 

them suitable for practical applications in agriculture, medicine, and biodiversity conservation. 

 

Furthermore, deep learning plays a critical role in large-scale plant biodiversity monitoring 

and conservation efforts. Automated identification systems can process thousands of images from 

field surveys, enabling faster cataloging of medicinal plants in various regions. This is particularly 

valuable in regions with rich but under-documented plant diversity. By supporting large-scale 

documentation, deep learning aids in the discovery of new plant species, supports ethno-botanical 

research, and helps prevent the misuse of lookalike toxic plants. As datasets grow and models 

become more sophisticated, the future of herbal plant identification will likely rely heavily on 

artificial intelligence to bridge the gap between traditional knowledge and cutting-edge 

technology. 

 

 

Result and Discussion 

 

The performance of various machine learning and deep learning models was evaluated for the task 

of herbal plant identification. The models tested include CNN, ResNet50, MobileNet, SVM, and 

Random Forest. Evaluation metrics such as F1-score for Class 0 and Class 1, accuracy, macro 

average, and weighted average were used to compare model performance.  

 

Among the models, ResNet50 achieved the highest overall performance with a Class 0 F1-

score of 0.92, Class 1 F1-score of 0.90, and an accuracy of 91%. CNN also performed well with 

an accuracy of 88%, followed by Mobile Net with 86%. Classical machine learning models like 

SVM and Random Forest showed comparatively lower accuracy (79% and 82%, respectively), 

indicating the superiority of deep learning techniques in handling complex visual patterns in herbal 

plant images. 

 

The CNN model also performed well, with an accuracy of 88%, a Class 0 F1-score of 0.89, 

and a Class 1 F1-score of 0.86. Its macro and weighted averages (0.875 and 0.877, respectively) 

reflect strong generalization, though slightly lower than ResNet50. Mobile Net, a lightweight deep 

learning model, achieved an accuracy of 86%, which is slightly lower than CNN but still notable 

given its efficiency and lower computational requirements. 

 

On the other hand, traditional machine learning models such as SVM and Random Forest 

had lower accuracy rates of 79% and 82%, respectively. Their F1-scores for both classes were also 

comparatively lower, indicating challenges in distinguishing between visually similar herbal 

species using manually engineered features. However, they still performed decently and may be 

suitable for applications with limited computational resources or smaller datasets. 

 

In summary, the results clearly show that deep learning models, particularly those utilizing 

transfer learning, outperform classical models in herbal plant identification tasks, especially when 

high accuracy and generalization are required features, until the desired number of features is 

achieved. Both PCA and RFE are applied to the dataset to evaluate their impact on model 

performance. 
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The results from the study highlight the significant advantages of deep learning models, 

particularly ResNet50 and CNN, over traditional machine learning algorithms like SVM and 

Random Forest. ResNet50, a pre-trained model based on transfer learning, outperformed all other 

models, achieving the highest accuracy (91%) and F1- scores (Class 0: 0.92, Class 1: 0.90). This 

high performance can be attributed to the depth and complexity of ResNet50’s architecture, which 

leverages residual connections to mitigate the vanishing gradient problem and allows the model to 

capture intricate features in herbal plant images. The success of transfer learning is particularly 

evident here, as ResNet50, trained on a large and diverse dataset (ImageNet), could be fine-tuned 

with relatively smaller amounts of plant-specific data, making it an ideal choice for scenarios 

where acquiring large labeled datasets may be challenging. 

In comparison, CNN also showed robust performance, with an accuracy of 88% and F1-

scores of 0.89  for Class 0 and 0.86 for Class 1. Although CNN did not perform as well as 

ResNet50, it still provided a reliable classification of herbal plant species. This suggests that 

CNNs, with appropriate architectures and sufficient training, can effectively handle the complexity 

of plant images, even without the pre-trained weights that ResNet50 benefits from. The macro 

average (0.875) and weighted average (0.877) of CNN further confirm that it maintained good 

performance across both classes, though with slightly lower precision and recall for Class 1. 

 

The performance of Mobile Net, while slightly lower than CNN, emphasizes its suitability 

for environments where computational efficiency is critical. With an accuracy of   86%, Mobile 

Net balances performance with lower resource requirements, making it an excellent option for 

mobile applications or edge devices that need to perform plant identification in real-time. Despite 

this efficiency, its lower performance compared to the deeper models suggests that, while 

lightweight models are effective in certain scenarios, they may still struggle with more complex 

plant recognition tasks that require deeper feature extraction capabilities. 

 

The SVM and Random Forest models, both of which rely on manually extracted features, 

showed the weakest performance with accuracy scores of 79% and 82%, respectively. These 

models likely struggled due to the complex and subtle visual features that define different herbal 

species, which traditional feature extraction methods may not capture as effectively as deep 

learning models. SVM, in particular, is sensitive to the choice of kernel and hyperparameters, and 

in this case, it was likely unable to sufficiently distinguish between the classes based on the limited 

features provided. Random Forest, while a more robust ensemble method, similarly had difficulty 

with complex image features and benefited less from the lack of feature engineering compared to 

deep learning models. 

 

Despite their lower performance, SVM and Random Forest models still have value in 

specific contexts, such as when computational resources are limited or when working with small 

datasets. They could also serve as useful baseline models, providing a benchmark for evaluating 

more complex techniques. However, the results indicate that deep learning models, particularly 

those utilizing transfer learning and convolutional networks, are far superior when it comes to 

handling image-based herbal plant identification tasks. 

 

Despite their lower performance, SVM and Random Forest models still have value in 

specific contexts, such as when computational resources are limited or when working with small 

datasets. They could also serve as useful baseline models, providing a benchmark for evaluating 
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more complex techniques. However, the results indicate that deep learning models, particularly 

those utilizing transfer learning and convolutional networks, are far superior when it comes to 

handling image-based herbal plant identification tasks. 

 

In real-world applications, deep learning models like ResNet50 and CNN can revolutionize 

herbal plant identification by enabling fast, accurate, and scalable identification of medicinal 

plants. These models are not only capable of distinguishing between species but can also be 

integrated into mobile apps, aiding practitioners, farmers, and researchers in identifying plants on 

the spot, thus contributing to more efficient and informed decision-making in agriculture, herbal 

medicine, and biodiversity conservation. 

Moreover, the macro and weighted average F1-scores from the deep learning models 

suggest that they are robust against class imbalances. This is important because many plant species 

may not be equally represented in datasets, yet these models were able to maintain balanced 

performance across classes. This characteristic could be crucial for applications where both classes 

(e.g., medicinal vs. non-medicinal plants) are equally important. 

 

As the research progresses, expanding the dataset to include more diverse plant species, 

improving data augmentation techniques, and refining the models with more advanced 

architectures can further enhance performance. 

 

 Incorporating multimodal data, such as textual descriptions, environmental factors, 

and even chemical analysis, could also enrich the models’ ability to identify plants under various 

conditions, further bridging the gap between traditional botanical knowledge and modern AI 

technologies. 

 

This image is another screenshot from the "Herbal Plant-AI" web application, which uses 

artificial intelligence to identify herbal plants and explain their medicinal benefits. The latest 

includes a green leafy background, a purple navigation bar with a "Home" link, and a section 

labeled "Result" where the plant's details are displayed. 

 

In the result, the plant identified is Clove. The description states that clove is used to treat 

digestive disorders, respiratory disorders, and toothache. This reflects the traditional medicinal 

uses of clove, which is known for its anti-inflammatory, antibacterial, and analgesic properties. 

The interface is simple and user-friendly, presenting the result in a clear and informative manner 

for users interested in natural remedies. 

 

 

Conclusion 

 

The integration of deep learning techniques, specifically Convolutional Neural Networks (CNNs) 

and transfer learning models like ResNet50, marks a significant advancement in the field of herbal 

plant identification. The results of this study demonstrate that deep learning models outperform 

traditional machine learning algorithms such as   SVM and Random Forest in terms of accuracy, 

F1-scores, and overall reliability. With ResNet50 achieving the highest accuracy of 91%, followed 

closely by CNN models, these approaches have proven to be highly effective for classifying herbal 

plant species based on complex visual features. The ability of these models to capture subtle, 
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intricate patterns, such as leaf morphology and color variations, has established them as the most 

reliable tools for plant identification. 

 

The deep learning approach offers several key advantages, including automatic feature 

extraction, which eliminates the need for manual intervention in feature selection, and robustness 

to variations in lighting, background, and plant orientation. This is particularly valuable in real-

world applications where plant images may not be ideal.  Transfer learning, leveraging pre-trained 

models such as ResNet50, also demonstrated its effectiveness by allowing for accurate 

identification with relatively smaller and region-specific datasets. This ability to perform well even 

with limited data makes deep learning models particularly valuable in resource-constrained 

environments, where acquiring large-scale, labeled datasets might be challenging. 

 

Despite all Deep Learning models, the study also acknowledges the importance of classical 

machine learning algorithms like SVM and Random Forest in certain contexts. While these models 

did not perform as well as the deep learning models, they still serve as valuable baseline tools, 

especially in settings with limited computational power or smaller datasets. Their efficiency and 

interpretability could be advantageous in applications where resources are constrained and where 

simplicity and speed are more critical than high accuracy. 

 

Looking ahead, the potential for deep learning in herbal plant identification is vast. Models 

like  ResNet50 and CNN have shown promise in improving the accuracy of plant identification 

systems for practical applications in fields such as agriculture, herbal medicine, and biodiversity 

conservation. The next steps for further enhancement could involve the integration of multimodal 

data, such as chemical profiles, environmental data, and textual descriptions, which would provide 

richer contextual information and allow for more accurate identification under diverse conditions. 

Additionally, expanding the dataset to include a broader variety of plant species, especially those 

with similar features, will continue to improve the model's robustness and generalizability. 

 

Ultimately, real-time, mobile-based plant identification tools powered by deep learning 

have the potential to revolutionize the way farmers, researchers, medicinal practitioners, and even 

biodiversity conservationists interact with plant species. The combination of cutting-edge AI and 

traditional knowledge is bound to create more accessible, reliable, and effective methods for 

identifying and utilizing herbal plants. As technology continues to evolve, these models will not 

only become more accurate but also more efficient and accessible, enabling widespread use and 

contributing to the preservation of herbal plant knowledge globally. 
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