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Abstract 

 

The rise of AI-generated content (AIGC) is transforming the creative industry, especially in video 

production. With the fast-paced demands of short videos, creators increasingly rely on AI tools. 

However, most are single function, like ChatGPT for text and SUNO for music. Multimodal AIGC 

tools integrate text, image, audio, and video generation, streamlining workflows by automating 

tasks such as scriptwriting, design, music production, and editing. This study explores the 

effectiveness of a multimodal AIGC tool developed by ByteDance called Jimeng, examining its 

potential to simplify workflows, reduce costs, and foster innovation in short video creation. Using 

experimental methods to quantify the efficiency of short video production by multimodal AIGC 

tools. Based on the experiment, the multimodal AIGC tools have improved the efficiency of short 

video production by over 100%, revealing the ability of AIGC to reshape the short video ecosystem 

and enhance creative possibilities. 
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Introduction 

 

Since TikTok was launched in 2016, online live streaming has transitioned into the short video era 

(Savic, 2021). Viewers have developed a preference for concise, fast-paced, and straightforward 

storytelling styles. By October 2018, TikTok had been downloaded over 800 million times in more 

than 150 countries globally, showcasing its rapid growth in popularity (Zeng et al., 2021). Unlike 

traditional long-form videos, short videos require lower production costs but demand higher 

creativity, as creators must provide engaging and impactful content within limited time frames. 

The success of ChatGPT has sparked widespread interest in AI-generated content (AIGC) across 

various industries, which are beginning to explore integrating it into their daily operations. For 

example, in the field of education, AI chatbots (Vasudevan A et al., 2024). In short video 

production, AIGC tools enable creators to generate scripts, create visual content, compose 

background music, design virtual characters, and perform AI-based editing. These technologies 
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have improved efficiency, reduced production costs, and made the creation of high-quality content 

possible, effectively changing the creative process. 

 

At this stage, most AIGC tools have only a single function, such as generating text content 

or generating image content. This single content generation is still relatively limited for short video 

production, especially in terms of maintaining content consistency. Some companies have 

launched their own multimodal AIGC platforms, and this paper aims to explore whether 

multimodal AIGC tools can further enhance the performance of short video production. 

 

AI-Generated Content (AIGC) refers to digital content automatically produced through 

artificial intelligence technologies (Mingda G et al., 2024). It spans various modalities, including 

text, images, audio, and video (Ramesh et al., 2021). The foundation of AIGC lies in cutting-edge 

technologies like Generative Adversarial Networks (GANs) (Goodfellow et al., 2014), Deep 

Learning (DL) (LeCun et al, 2015), Natural Language Processing (NLP), and Reinforcement 

Learning (RL) (Radford et al., 2019; Leong, 2024c). These tools empower machines to create 

content resembling human creativity and logical structure, based on inputs such as parameters, 

textual descriptions, or visual prompts. AIGC stands out for its “low-cost, high-efficiency, and 

diversity” advantages.  

 

Multimodal AI-Generated Content (AIGC) refers to the generation of content by artificial 

intelligence systems that integrate multiple modalities, such as text, images, audio, and video, into 

a cohesive output. Unlike unimodal AIGC, which focuses on a single format, multimodal AIGC 

leverages input from various forms of data and produces outputs that span across different types 

of media. For instance, a multimodal AIGC system can process a textual description and generate 

a matching image or video or take an image as input to create a related narrative or audio sequence 

(Ramesh et al., 2021). The primary strength of multimodal AIGC lies in its ability to create richer, 

more dynamic, and engaging content. This technology is increasingly used in creative industries 

like advertising, gaming, virtual reality, and digital storytelling, where combining various media 

types significantly enhances user experience. For example, platforms like ByteDance’s “Jimeng” 

(即梦) showcase the practical application of multimodal AIGC by integrating text-to-image and 

video generation capabilities, providing innovative tools for content creators (Jing Sun, 2024). 

 

At present, most of the research on AIGC focuses on applying a single AIGC tool to 

different fields, such as applying ChatGPT to the field of education (Leong, 2024a), or applying 

AI to the medical field (Ma Cristina G et al, 2024; Leong, 2025). The common problem faced by 

these research fields is that the relevant types of work are not highly compatible with AIGC, and 

AIGC will not bring about disruptive changes to them. The short video industry is different. As an 

industry that relies entirely on content output for survival, there is a very large demand for the 

quantity and quality of content. The emergence of AIGC can essentially subvert the entire industry. 

At the same time, the content types produced by AIGC, such as pictures, texts, videos, and music, 

have a high degree of overlap with the content produced by the traditional short video industry. 

The use of AIGC can also improve its production efficiency. At present, the research on the 

application of AIGC in the media field is still relatively simple, such as using AIGC to assist in 

the generation of news (Suhail A. K et al, 2024; Leong, 2024b). Research on multimodal AIGC 

tools is very scarce, and research on multimodal AIGC is very necessary. 
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Methodology 

 

This paper aims to explore whether multi-modal AIGC tools can improve the efficiency of short 

video production. To better study this issue, the author adopted an experimental method. The 

subjects were divided into three groups. Group A produced short videos using traditional methods, 

that is, writing scripts and shooting video content. Group B used a single-function AIGC tool to 

produce short videos. The selected tools were ChatGPT for creating video scripts, Midjourney for 

generating video content, and Suno for generating video voiceovers. Group C used multi-modal 

AIGC tools to produce short videos. This tool generates short video scripts, video content, and 

background music. 

 

The multi-modal AIGC platform chosen by the author is Jimeng produced by ByteDance. 

It integrates advanced functions such as text-to-image, image-to-video, and video editing, utilizing 

the most advanced deep learning models and natural language generation technology. Jimeng 

enables users to generate high-quality visual and video content from text descriptions or simple 

prompts, significantly shortening the creation time and lowering the entry threshold for non-

professionals. One unique feature of Jimeng is its ability to create dynamic videos or complex 

images that seamlessly align with user-defined scenes, making it a powerful tool for diverse 

applications such as advertising, media production, and content creation (Jing Sun, 2024). At the 

same time, as TikTok has rich experience in short video production, the multi-modal AIGC 

platform developed by ByteDance is also more suitable for short video content creation, and more 

in line with Chinese preferences for video style and content, with more convenient operation. 

 

Since the computer is the most important productivity tool in the short video production 

process, computers with different configurations will have a great impact on the production time, 

thus affecting the collection of data. To control this variable, the three groups used computers of 

the same model and configuration for production. 
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Figure 1. Jimeng produced by ByteDance 

 

Experimental Design 

 

The subjects of the experiment were 30 college students majoring in film and video production 

with similar production levels. All students were divided into three groups labeled ABC, with 10 

people in each group. Each group needs to produce the text, video, and music for a 30-second short 

film. The reason for choosing college students as the subjects of the experiment is that there is a 

certain gap between the content produced by AI and the level of professionals in the industry. As 

a group with some understanding of the industry but limited skills, the content produced by college 

students can be compared in terms of quality with AI-generated content. The experiment mainly 

collected two types of data. The first type of data, T, is the average time taken by each group to 

produce the video, measured in minutes. The second type of data is the quality score Q for content 

production. Evaluating the quality of content is relatively subjective behavior, and due to the 

differences in creativity and imagination among students, the produced content will inevitably vary. 

However, there are some essential principles for video content production, and the quality here 

can be understood as whether it conforms to the basic rules of short video production, such as 

whether the text content contains grammatical or logical errors, whether the composition of the 

images is standardized, whether the camera movement is reasonable, and whether there are any 

fundamental issues. This score is mainly used to judge whether there are any basic professional 

errors in the content produced by AI or students. The quality score Q is scored by 5 professional 

teachers in the relevant field. The quality score is divided into three dimensions. 

 

Text Quality: Text quality refers to whether the script of a short video contains grammatical errors, 

whether there are unreasonable transitions between shots, and whether it can accurately express the 

theme of the video, etc. 

 

Video Quality: Video quality includes whether the generated video has issues with visual content 

errors, whether the composition of the shots conforms to composition principles, whether the 

camera movement is smooth, and whether the exposure is normal, etc. 

 

Audio Quality: Audio quality includes whether the music is clear, whether the melody and rhythm 

are well-matched, whether the volume of the entire audio is consistent, and whether it matches the 

mood of the video. 

 

Each dimension is scored out of ten, with a total score of 30 points. The quality score Q of 

each group is the tie value of the quality scores of all the reorganized works. The ultimate goal of 

the experiment is to calculate the efficiency of producing short videos in each group, and the 

efficiency cannot be considered solely based on the speed of production or the quality of the 

content. Instead, it is about how to produce better content in a shorter time. Therefore, to quantify 

the efficiency of each group, the concept of efficiency parameter E was designed in the experiment, 

which is the quality score of short video content per minute. So, we will obtain the time T required 

to make a video and the quality score Q of the work, and divide the quality score Q by the required 

time T to obtain the production efficiency E (points/min), that is 

 

𝐸 =
𝑄

𝑇
                                                                               （1） 
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The average production efficiency of each group A, B, and C is to divide the sum of the 

quality scores of each group by the sum of the required duration, that is 

 

𝐸𝑥 =
∑ 𝑖=1𝑛𝑄𝑖,𝑥

∑ 𝑇𝑖,𝑥
𝑛𝑥
𝑖=1

                                                                    （2） 

 

Among them, x represents the three groups A, B or C, and n represents the number of works 

in each group. In this experiment, each group has ten works, that is, n=10. Finally, based on the 

experimental results, we obtained relevant data (Table 1). 

 

Table  1：Experimental data results 

Group 
Average Production

 Time  T(minutes) 

Average 

Quality Score 

Q(points) 

Average 

Production Efficiency 

E(points/min) 

Group A               

(Traditional) 
92 25 0.272 

Group B 

(Single Tool) 
53 23 0.434 

Group C               

(Multimodal 

Tool) 

41 23 0.561 

 

 

Data analysis 

 

Based on the production efficiency of each group obtained from the experiment, the specific 

proportion of efficiency improvement of AI tools in short video production can be calculated. The 

proportion of performance improvement of a single AIGC tool (Group B) compared to the 

traditional production method (Group A) is 

 

𝐵 =
0.434−0.272

0.272
×100%=59.6%                                                 （3） 

 

Compared with the traditional production method (Group A), the proportion of 

performance of the multimodal AIGC tool (Group C) is improved by 

𝐶 =
0.561−0.272

0.272
×100%=106.3%                                               （4） 

 

The proportion of performance improvement of multimodal AIGC tools compared with 

single AIGC tools is 

𝐶𝐵 =
0.561−0.434

0.434
×100%=29.3%                                             （5） 

 

From this, we can see that the AIGC tool has greatly improved the efficiency of short video 

production, especially the application of multimodal AIGC tools, which has improved the 
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efficiency by 29.3% based on the single AIGC tool, and better achieved cost reduction and 

efficiency improvement. 

 

 

Results and Discussion 

 

The data shows that AIGC tools greatly enhance the speed of short video creation, with the highest 

speed increase occurring in video generation. AI can directly generate videos based on text 

descriptions, without the need to find shooting locations or angles, nor to determine machine 

parameters and composition of the scene based on the lighting conditions on the spot, saving a lot 

of time. In terms of script generation, AIGC tools do not spend too much time, but when generating 

more complex video scripts, manual assistance is required for modification, which takes more 

time. Compared to single AIGC tools, multimodal AIGC tools can also save more time, mainly in 

terms of the time required to switch between tools. Overall, AIGC tools can save a considerable 

amount of time in short video production (Figure 2). 

 

 
Figure 2.  Average Production Time of Group A B C 

 

In terms of quality, AIGC still has many issues. Although AI can generate scenes that are 

difficult to capture in real life, such as the scene of an original forest, the videos generated by AI 

still have many shortcomings in hair texture and character action details. This makes it easy for 

viewers to discern that the video was generated by AI. Especially in terms of character body details 

and scene depth of field, there is still a significant gap between AI-generated videos and those shot 

on location. Additionally, the texture of the generated videos is not realistic, and the fluidity of 

motion is poor, with insufficient frame rates. On the script level, AI tends to use simpler language 

to explain script content, with poor continuity between shots and weak logical connection. From 
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the experimental results, it can be seen that at the current stage, AIGC can be a good auxiliary tool 

for the creation of short videos, but it cannot completely replace manual production (Figure 3).  

 
Figure 3.  Average Quality Score of Group A B C 

In addition to image detail issues, videos generated by AIGC also have significant 

problems ensuring consistency between the beginning and end of the video. Even multi-modal 

AIGC tools find it difficult to guarantee this. For example, it is challenging to ensure that a girl 

running is wearing the same clothes in different generated shots (Figure  4). 

 
Figure 4.  AI-generated videos have inconsistent characters in different shots. 

 

At the sound level, AIGC can well complete its work. Most traditional short video 

professionals would choose to obtain relevant music resources from the internet. The quality of 

these resources varies greatly, with some very excellent and others relatively average. The choice 

of music is almost entirely dependent on the producer's personal musical aesthetics, perception, 

and judgment of musical emotions. This judgment varies from person to person, with some 

catering to the general taste and others being more unique, which also leads to different producers 

possibly choosing completely different music for the same video. Although the music generated 
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by AIGC is slightly simplistic and popular in arrangement, it can better match the emotional 

expression of the video and to some extent avoid the copyright risks that existed in the past. 

 

 

Conclusion 

 

Based on the experiment, we can conclude that traditional methods maintain a relatively high 

production quality but take more time, leading to lower overall efficiency. Individual AIGC tools 

can significantly shorten production time, but they are relatively complex to operate and have 

certain functional limitations. Multimodal AIGC tools offer the highest speed improvement, but 

there is still a quality gap compared to traditional production methods. Currently, multimodal 

AIGC tools are more suitable as auxiliary tools for the creation of short videos. At the same time, 

considering the time saved, certain types of short videos are more suitable for use with multimodal 

AIGC tools, such as advertising-style information stream short videos. Future research on 

multimodal AIGC tools can consider aspects such as improving the quality of video generation, 

the accuracy of textures and movements, and ensuring consistency of content across multiple shots. 

In the future, multimodal tools will undoubtedly be a highly competitive choice for short video 

production. 

 

In summary, although multimodal AIGC tools cannot completely replace human creativity, 

their value as auxiliary tools is undeniable. The hybrid approach of combining the efficiency of 

AIGC tools with the subtle creativity of human input represents a more effective strategy in the 

short video industry. With technological advancement, the collaboration between humans and AI 

will continue to redefine the boundaries of creativity and efficiency in the digital age. 
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