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Abstract 

 

This research work introduces Integrity of Time Domain Features & Machine Learning for Stress 

Classification using ECG & EEG Signals. Stress is a prevalent mental health issue in our daily 

lives, affecting many individuals. The impact of stress can lead to various problems, including 

heart attacks and depression. This research work aims to identify anxiety through a physical 

examination using both EEG and ECG signals. By analyzing and monitoring these signals, we can 

improve stress detection exactness, ultimately identifying and addressing mental health problems. 

This research work is used to prevent early detection of diseases such as depression and suicidal 

attempts. This task can benefit society as a whole. Moreover, using ECG signals to assess 

cardiovascular and related risk factors in the early stages has been explored through machine 

learning techniques.  
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Introduction 

 

Stress is the body's physiological and psychological response to external or internal pressures or 

demands. It is natural when individuals face challenging, overwhelming, or threatening situations. 

Stress can arise from various sources, including work-related pressures, personal relationships, 

financial difficulties, or life changes. Stress can have various sources that differ from one person 

to another. Here are some causes of stress, like heavy workloads and long working hours: Students 

also face a lot of stress, such as exams, assignments, financial problems, etc.  

 

 Other people also face financial problems. Stress can lead to depression, heart attacks, 

anemia, suicide, etc. The symptoms of stress can vary from person to person, but some common 

signs and symptoms are headaches, Muscle tension, sleep disturbance, fatigue, sweating, increased 

heart rate, Irritability, mood swings, anger, etc. It divides into two parts, such as physical stress 

and mental stress. It is an electrophysiological, non-invasive approach to recording the human 

brain's electrical activity. This device has electrodes usually inserted into the human scalp, giving 

results like stress, no stress, Interruption, etc.  
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 Electrocardiography (ECG) This device processes the electrical signal from the heart. This 

shows the status of the heart when the person is stressed or not. Nowadays, more people are prone 

to various diseases due to stress. Early detection of stress may help individuals manage and control 

their stress levels. This has motivated me to take up this challenging work and contribute in this 

direction. This project aims to provide accurate and faster detection of stress from the given Data. 

To contribute to the well-being of humans by improving mental health through the detection of 

stress. To detect Stress from electroencephalograph (EEG) signals with improved accuracy by 

testing various classifiers. 

 

 

Methodology 

 

Technology can be used to monitor changes in a person's physiological signals, which can help 

detect stress. Artificial intelligence can be used to analyze a person’s behavior to identify signs of 

stress. Through early detection of stress, individuals can take measures to manage it.  

 

 
Figure 1. Architectural Design 

 

 

 

 

 

 

In the methodology proposed, input is defined as ECG and EEG features, pre-processing, 

feature analysis, feature selection, and Model selection were included. It can potentially classify 

stress into different levels. The proposed system includes a comparison of various feature analysis 

methods. Univariate Analysis, Bivariate Analysis, Multivariate analysis, and classification 

algorithms (Extra Tree Classifier, Light Gradient Boosting Machine, Random Forest Classifier 

(RF), Gradient Boosting Classifier, Decision Tree Classifier, K Neighbors Classifier (KNN)).  

 

1. Design And Data Collection 



 

 

JOURNAL OF DATA SCIENCE | Vol.2024:59 

eISSN:2805-5160  

http://ipublishing.intimal.edu.my/jods.htm 

 
Figure 2. Distribution of data in the Stress dataset 

 

Researchers at Radboud University collected ECG and EEG data as the initial step. To 

conduct our research, we utilized a benchmark dataset consisting of 369,290 rows and 37 columns. 

We employed 13 different machine learning algorithms, including Extra Tree classifiers, light 

gradient boosting machines, random forest classifiers, etc.  

 

• No Stress: Participants work for 45 minutes without stress, Maximum unaware of task 

duration.  

• Time pressure: Time pressure reduces job completion time to 2/3 of normal.  

• Interruption: Participants experienced interruption from 8 emails during an activity, 

with some pertinent and others irrelevant  

 

 
Figure 3. Reduced Train of Mean_RR and Median_RR 

 

Fig 2. displays data distribution for three stress classes, HRV indices computed using IBI 

signal. We train both the modules of Mean_RR and Median_RR modules and we get results like 

the above Fig 4.  

 

1.1. Pre-processing  

In this module, the machine will be processing  
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Figure 4. Pre-processing  

 

To analyze ECG or EEG data, start with raw data, including electrical signals from the 

heart or brain. Remove noise using techniques like baseline wander removal, powerline 

interference removal, and filtering out high-frequency noise. Perform signal transformations to 

enhance specific features or make the data more amenable for further analysis. 

 

1.2.Feature Analysis  

Feature analysis is a crucial step in data analysis and machine learning, identifying relevant and 

informative features to improve model performance, interpretability, and efficiency, reducing 

dimensionality, and focusing on significant predictors 

 

1.2.1. Univariate Analysis 

Univariate analysis of stress effect detection examines individual variables, stress levels, summary 

statistics, and outliers. It helps understand stress patterns and characteristics in isolation, such as 

self-reported stress levels and demographic differences 

 

1.2.2. Bivariate Analysis  

Bivariate analysis detects stress effects by studying the relationship between stress and other 

variables and identifying potential factors associated with stress levels. Techniques like correlation 

and regression analysis measure the strength and direction of the relationship. 

 

1.2.3. Multivariate Analysis  

The multivariate analysis focuses on detecting stress effects by examining complex relationships 

among multiple variables. Techniques like multiple regression analysis, structural equation 

modeling, and factor analysis help determine the relative importance of different variables and 

their interactions. 

 

1.3. Building Models  

 

 
Figure 5. Building Models 
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To detect stress effects using models like Extra Tree Classifier, Light GBM, Random 

Forest, and K-Nearest Neighbors (KNN), follow steps such as data cleaning, partitioning, feature 

selection/extraction, model selection, training, evaluation, comparison, and deployment. Among 

these algorithms, the Extra Tree classifier yielded the highest accuracy of 0.8843. We obtained 

three types of results, represented as [0, 1, 2], along with other performance metrics such as AUC 

(0.742), recall (0.8843), precision (0.8894), F1 score (0.8839), kappa (0.8098), and MCC (0.8130).  

 

Results and Discussion 

 

Heart problems and related diseases are often predicted based on abnormalities in the 

electrocardiogram (ECG), with the corrected QT interval (QTc) being the most important 

pathological finding. QTc prolongation is associated with cardiovascular mortality due to fatal 

ventricular arrhythmias caused by QTc prolongation. Mitochondrial dysfunction leads to oxidative 

stress,.Mental stress also affects the physiological functions of the endocrine, nervous, and 

immune systems, leading to various health problems. Psychosocial stress influences 

cardiovascular diseases, with negative emotions and work- related stress being key triggers.  

 

Male workers suffering from fatigue and psychological stress have shortened sympathetic 

activity, increased sympathetic activity, and decreased Hypothalamic Pituitary Adrenal axis 

response, leading to dysregulation of mitochondria and sympathetic-vagal balance. This type of 

mental stress stimulates the sympathetic nervous system and changes cardiac arrhythmias, leading 

to  changes in ECG signals. To identify and treat cardiovascular problems and metabolic disorders, 

it is recommended to examine heart functions using ECG and echocardiography. 

 

 
Figure 6. Extra Trees Classifier 

 

Confusion matrix obtained based on stress class classification The matrix shows correctly 

predicted classes with diagonal elements, while off-diagonal elements represent misclassified 

classes. For example, 146 samples with true class 0 were correctly predicted as class 0, while 47 

samples with true class 0 were misclassified as class 3. We obtained three Results like [0,1,2] and 

each indicates High Stress:0, Moderate Stress:1, and No Stress:2 
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Figure 7. ROC Cures for Extra Trees Classifier 

 

In the context of evaluating classification models, ROC (Receiver Operating 

Characteristic) curves and AUC (Area Under the Curve) are commonly used performance metrics. 

ROC curves and AUC have commonly used performance metrics in evaluating classification 

models. ROC Class of 0 (AUC = 0.98) indicates a specific ROC curve and corresponding AUC 

for predicting class 0 (negative class), indicating strong performance in classifying negative 

samples.  

 

ROC Class of 1 (AUC = 0.97) indicates a high discriminatory power of the model in 

differentiating class 1 instances from other classes, demonstrating good performance in classifying 

positive samples. ROC Class of 2 (AUC = 0.96) corresponds to the ROC curve and AUC for 

predicting class 2 (another class potentially different from classes 0 and 1). Micro-average ROC 

curve (AUC = 0.97) calculates the aggregate performance of the model across all classes, while 

the Macroaverage ROC curve calculates the average performance metrics separately for each class.  

 

True positive rate (TPR) measures the proportion of actual positive instances correctly 

classified as positive by the model, while false positive rate (FPR) measures the proportion of 

actual negative instances incorrectly classified as positive by the model. Both TPR and FPR are 

important indicators of a classifier's performance and are often plotted on the xaxis and y-axis in 

a ROC curve. 

 

 
Figure 8. py caret Classification Experiment  
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The list of machine learning models and their corresponding evaluation metrics is unclear, 

but they are applied to various tasks and datasets. The models include Extra Trees Classifier, 

Random Forest Classifier, Gradient Boosting Classifier, Decision Tree Classifier, K Neighbors 

Classifier, Ridge Classifier, Linear Discriminant Analysis, Ada Boost Classifier, Logistic 

Regression, Naive Bayes, Dummy Classifier, SVM, and Quadratic Discriminant Analysis. 

Performance metrics We get the first module as Extra Trees Classifier this classifier offers High 

Accuracy Results Such as AUC (0.742), Accuracy (0.8843), recall (0.8843), precision (0.8894), 

F1 score (0.8839), kappa (0.8098), and MCC (0.8130), etc.  

 

 

Acknowledgements 

 

The authors would like to express our heartfelt gratitude to Dayananda Sagar Academy of 

Technology and Management (DSATM) for providing us with the necessary resources and 

facilities to conduct this research project on “Stress Net: Multimodal Stress Detection using ECG 

and EEG Signals”. The support and encouragement from the institution have been instrumental in 

the successful completion of this endeavor.  

 

Furthermore, we would like to extend our heartfelt thanks to our family, especially our 

mothers, for their unwavering love, support, and understanding throughout this journey. Their 

encouragement and belief in our abilities have been a constant source of motivation, and their 

financial support has enabled us to pursue this research project with dedication and commitment.  

We are deeply grateful to all the individuals and institutions mentioned above for their support and 

contributions, which have been pivotal in shaping this research paper on “Stress Net: Multimodal 

Stress Detection using ECG and EEG Signals”. 

 

 

References 

 

 

Al-shargie, F., Tang, T. B., Badruddin, N., & Kiguchi, M. (2017). Towards multilevel mental stress 

assessment using SVM with ECOC: an EEG approach. Medical & Biological Engineering 

& Computing, 56(1), 125–136. https://doi.org/10.1007/s11517-017-1733-8 

 

A. R. Subhani, W. Mumtaz, M. N. B. M. Saad, N. Kamel and A. S. Malik (2017), "Machine 

Learning Framework for the Detection of Mental Stress at Multiple Levels," in IEEE 

Access, vol. 5, pp. 13545-13556, https://doi.org/10.1109/ACCESS.2017.2723622   

 

B. -S. Oh, Y. K. Yeo, F. Y. Wan, Y. Wen, Y. Yang and Z. Lin, (2015) "Effects of noisy sounds on 

human stress using ECG signals: An empirical study," 2015 10th International Conference 

on Information, Communications and Signal Processing (ICICS), Singapore, pp. 1-4, 

https://doi.org/10.1109/ICICS.2015.7459852  

 

Chee-Keong Alfred, L., & Chong Chia, W. (2015). Analysis of Single-Electrode EEG Rhythms 

Using MATLAB to Elicit Correlation with Cognitive Stress. International Journal of 

https://doi.org/10.1007/s11517-017-1733-8
https://doi.org/10.1109/ACCESS.2017.2723622
https://doi.org/10.1109/ICICS.2015.7459852


 

 

JOURNAL OF DATA SCIENCE | Vol.2024:59 

eISSN:2805-5160  

http://ipublishing.intimal.edu.my/jods.htm 

Computer Theory and Engineering, 7(2), 149–155. 

https://doi.org/10.7763/ijcte.2015.v7.947  

 

Gupta, R., Alam, M. A., & Agarwal, P. (2020). Modified Support Vector Machine for Detecting 

Stress Level Using EEG Signals. Computational Intelligence and Neuroscience, 1–14. 

https://doi.org/10.1155/2020/8860841 

 

K. Jindal et al.(2018), "Migraine disease diagnosis from EEG signals using Non-linear Feature 

Extraction Technique," 2018 IEEE International Conference on Computational 

Intelligence and Computing Research (ICCIC), Madurai, India, pp. 1-4, 

https://doi.org/10.1109/ICCIC.2018.8782341   

 

Lahane, P., & Sangaiah, A. K. (2015). An Approach to EEG Based Emotion Recognition and 

Classification Using Kernel Density Estimation. Procedia Computer Science, 48, 574–581. 

https://doi.org/10.1016/j.procs.2015.04.138  

 

L. Rachakonda, P. Sundaravadivel, S. P. Mohanty, E. Kougianos and M. Ganapathiraju (2018), 

"A Smart Sensor in the IoMT for Stress Level Detection," 2018 IEEE International 

Symposium on Smart Electronic Systems (iSES) (Formerly iNiS), Hyderabad, India, pp. 

141-145, https://doi.org/10.1109/iSES.2018.00039  

 

S. Elzeiny and M. Qaraqe, (2018) "Machine Learning Approaches to Automatic Stress Detection: 

A Review," 2018 IEEE/ACS 15th International Conference on Computer Systems and 

Applications (AICCSA), Aqaba, Jordan, pp. 1-6, 

https://doi.org/10.1109/AICCSA.2018.8612825  

 

Q. Xu, T. L. Nwe and C. Guan (2015) "Cluster-Based Analysis for Personalized Stress Evaluation 

Using Physiological Signals," in IEEE Journal of Biomedical and Health Informatics, vol. 

19, no. 1, pp. 275-281, https://doi.org/10.1109/JBHI.2014.2311044  

 

Ranjith C, (2019) “An Improved Elman Neural Network-based Stress Detection from EEG Signals 

and Reduction of Stress Using Music” International Journal of Engineering Research and 

Technology (IJERT), 12(1), pp.16-23. 

https://www.ripublication.com/irph/ijert19/ijertv12n1_03.pdf  
 

Y. J. Yu et al. (2016) "Investigation on driver stress utilizing ECG signals with on-board 

navigation systems in use," 2016 14th International Conference on Control, Automation, 

Robotics and Vision (ICARCV), Phuket, Thailand, pp. 1-6, 

https://doi.org/10.1109/ICARCV.2016.7838780    

 

 

 

 

https://doi.org/10.7763/ijcte.2015.v7.947
https://doi.org/10.1155/2020/8860841
https://doi.org/10.1109/ICCIC.2018.8782341
https://doi.org/10.1016/j.procs.2015.04.138
https://doi.org/10.1109/iSES.2018.00039
https://doi.org/10.1109/AICCSA.2018.8612825
https://doi.org/10.1109/JBHI.2014.2311044
https://www.ripublication.com/irph/ijert19/ijertv12n1_03.pdf
https://doi.org/10.1109/ICARCV.2016.7838780

