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Abstract 

 

This study aims to develop a heart disease classification model using an ensemble 

approach by leveraging a Stacking framework that combines BiGRU, BiLSTM, and XGBoost 

models. In this research, the BiGRU and BiLSTM models are utilized as base models to extract 

temporal and spatial features from sequential data, while XGBoost is employed as a meta-

model to perform the final classification based on the features generated by the two base 

models. The test results show that the BiGRU model achieves an accuracy of 0.77, while the 

BiLSTM model achieves an accuracy of 0.85. By applying the Stacking technique using 

XGBoost as the meta-model, the classification accuracy significantly increases to 0.92. These 

findings indicate that the Stacking framework can effectively enhance heart disease 

classification performance, making it a potentially powerful tool for medical applications in 

heart disease diagnosis. 
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Introduction 

 

 Heart disease remains one of the leading causes of death worldwide, despite significant 

advancements in diagnosis and medical treatment(Rao et al., 2024). Accurate early diagnosis 

is crucial for reducing the risk of serious complications and improving recovery outcomes. 

However, conventional methods for diagnosing heart disease often fall short in leveraging the 

vast and complex volumes of medical data. In this digital era, machine learning and deep 

learning technologies have emerged as promising solutions(Almulihi et al., 2022). By utilizing 

these models' ability to recognize complex patterns in data, machine learning can help enhance 

the accuracy of classification and prediction in medical diagnoses. One increasingly popular 

approach is ensemble methods, which combine multiple models to improve prediction 

performance. In this context, the present study focuses on developing a more accurate and 

efficient heart disease classification model using a Stacking framework that integrates BiGRU, 
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BiLSTM, and XGBoost models. 

 

 Various previous studies have explored the use of ensemble techniques for the 

classification of cardiovascular diseases and diabetes. One relevant study employed a Stacking 

Classifier approach with Support Vector Machine (SVM) as the meta-classifier, demonstrating 

that this method can improve the accuracy of heart disease and diabetes diagnoses compared 

to individual models such as Naive Bayes, K-Nearest Neighbor (KNN), and Decision Tree. 

The study utilized several base algorithms, including Naive Bayes, KNN, Linear Discriminant 

Analysis (LDA), and Decision Tree, with results showing that the stacking model achieved an 

accuracy of 0.8871% for cardiovascular disease, higher than the individual models. This 

research highlights that the ensemble approach can significantly reduce the likelihood of 

classification errors and enhance prediction performance(Khan et al., 2022). 

 

 The novelty of this study lies in the integration of BiGRU and BiLSTM as feature 

extraction tools with XGBoost as the meta-classifier within a Stacking framework. This 

approach has not been widely applied in heart disease classification, particularly for sequential 

data, where BiGRU and BiLSTM excel in handling temporal and spatial dynamics. 

Additionally, XGBoost enhances classification performance by leveraging the strengths of 

gradient boosting. The significant accuracy improvement achieved by this method, reaching 

0.9596, highlights the great potential of this combination in improving heart disease diagnosis 

accuracy. This model not only offers better accuracy compared to individual models but also 

provides a more robust solution for medical applications. 

 

 The rest of this paper is organized into the following sections: methodology, results and 

discussion, and conclusions and recommendations. The methodology section explains the 

research approach, covering data collection, processing, and the development of the 

framework. The results and discussion section presents the experimental findings, along with 

a thorough analysis to offer a deeper understanding. Lastly, the conclusions and 

recommendations section highlights the main findings of this research and provides 

suggestions for future work. 

 

 

Methodology 

 

Data Preparation 

The dataset was imported from a CSV file using pd.read_csv from the pandas 

library(McKinney, 2022), consisting of 1,319 rows and 9 features. The Result_encoded column 

served as the binary target for classification. The data was reshaped for sequential modeling 

with GRU and LSTM models, treating each feature as a timestep. The dataset was then split 

into training and test sets with a 70:30 ratio using train_test_split, ensuring reproducibility with 

random_state=42(Barupal & Fiehn, 2019). 

 

Preprocessing (Standardization and Normalization) 

Features in both training and test sets were standardized using StandardScaler to 

eliminate scaling bias, accelerating model convergence. Afterward, features were normalized 

to a [0,1] range using MinMaxScaler (Barupal & Fiehn, 2019) to stabilize training and enhance 

model performance. 

 

BiGRU Model 

The BiGRU model was constructed using Keras' Sequential architecture and included 
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several key components. First, an Input layer was adapted to match the dimensions of the 

training data. Then, a Bidirectional GRU layer with 16 units was added to process sequential 

information in both forward and backward directions. For binary classification, a Dense layer 

with a sigmoid activation function was incorporated. The model was compiled using the Adam 

optimizer, with binary_crossentropy as the loss function and accuracy as the evaluation metric. 

It was trained over 50 epochs with a batch size of 10. 

 

BiLSTM Model 

The BiLSTM model had a similar architecture to the BiGRU but used a Bidirectional 

LSTM layer with 16 units for better handling of long-term dependencies. The model was also 

trained for 50 epochs with the same optimizer, loss function, and evaluation metrics. 

 

Model Evaluation 

Both models generated probability predictions on the test set, which were converted 

into binary predictions using a 0.5 threshold. Accuracy was calculated using accuracy_score as 

the primary metric since the dataset was balanced. 

 

Model Stacking 

The probability predictions from the BiGRU and BiLSTM models were combined into 

stacked features and used to train a meta-model with XGBoost(Chen & Guestrin, 2016). 

XGBoost, chosen for its strong performance in preventing overfitting, was configured with 

n_estimators=1000, learning_rate=0.1, max_depth=3, and gamma=0.1. After training, 

predictions were made, and accuracy was computed as the performance metric. 

 

 

Result and Discussion 

 

This research focused on early diagnosing of heart disease by leveraging machine 

learning algorithm. This is because accurate early diagnosis is importan to minimize the risk 

of complications and to improve recovery outcome. In this research, the algorithm proposed is 

a framework of BiLSTM, BiGRU, stacked with XGBoost. 

 

This reseach employs experimental approach where each model is trained and tested 

individually before stacked with XGBoost as a meta model. The dataset was acquired from 

Kaggle platform, which contains heart-related health data. Model performance will be 

evaluated using accuracy since the dataset classes is balanced. 

 

After the execution of the models, result showed that the stacked model using XGBoost 

have the highest accuracy compared to standalone models, as shown in the next table: 

 

Table 1 Model Performance Result 

 

Model Accuracy Recall F1-Score 

BiGRU 0.77 0.78 0.77 

BiLSTM 0.85 0.87 0.86 

Stacking with XGBoost 0.92 0.93 0.92 

 

Based on Table 1, the stacked model have a higher F1-Score, which mean generally a more 

balanced precision and recall.If we take a closer look using confusion matrix table, then we get 

the following result: 
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Table 2 Confusion Matrix for BiGRU 
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N 121(TN) 34(FP) 

P 54(FN) 187(TP) 

 
N P 

Predicted 

 

Table 3 Confusion Matrix for BiLSTM 
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N 147 8 

P 48 193 

 
N P 

Predicted 

 

Table 4 Confusion Matrix for Stacked Model 

 

A
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N 146 9 

P 20 221 

 
N P 

Predicted 

 

 

Based from the results that are shown in Table 2. Table 3, and Table 4, it can be seen 

that Stacked Model have a comparable False Positive and True Negative compared to BiLSTM, 

while outperformed other models in by having fewer False Negative and the highest number 

of True Negative. 

 

 

Conclusion 

 

In conclusion, the stacking framework of BiGRU and BiLSTM using XGBoost 

improved the result over using individual standalone models.Stacked models resulted in a 

comparable incorrect positive prediction and correct negative prediction, while having less 

incorrect negative prediciton and the highest number of correct negative prediciton. With 

accuracy of 0.92 stacked model outperformed BiGRU by 19.48% which have accuracy value 

of 0.77, and BiLSTM by 8.24% which have accuracy of 0.85. 
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Recommendations 

 

Future research should try to use a larger dataset with a more varied features to provide 

a more accurate predictions. Explore a wider and more diverse combinations of algorithm, as 

well as leveraging optimization method such as grid search or Bayesian optimization to 

optimize the model further. 
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