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Abstract: The advent of large language models (LLMs) and AI learning have fundamentally 

reshaped the research landscape, paving the way for novel problem-solving approaches. This 

paper introduces a unique framework that leverages the capabilities of autonomous AI agents 

with simulated personas to drive collaborative research in groundbreaking ways. Inspired by a 

recent study of autonomous agents mirroring human behavior, this concept encourages the use 

of a cadre of AI agents, each possessing specialized expertise for collective endeavors. By 

replicating human diversity in teamwork, this approach targets complex and hitherto unsolva-

ble issues. The key to this strategy is persona and emotional simulation, enabling these AI 

agents to facilitate cross- disciplinary and interdisciplinary research within a decentered author 

model, and providing innovative solutions to wicked problems. Expertise can be drawn upon 

from disparate fields, including STEM, business, education, arts and humanities, and more. 

Enhanced by the advancements in AI research, specifically with LLMs like OpenAI's ChatGPT 

3.5 and 4, this model offers profound potential to nurture research culture within universities 

by identifying barriers and proposing strategies to surmount them, drawing from international 

models for inspiration. This proposed decentered collaborative research model, despite con-

straints, holds immense promise in reinventing the research paradigm.  

 

Keywords: AI agent, large language model, simulated persona, collaborative research, inter-

disciplinary research  

 

1. Introduction 

 

The perception that proficient researchers automatically excel in teaching is often disputed in 

the realm of higher education (Terenzini & Pascarella, 1998; Biggs, Tang, & Kennedy 2022). 

Nevertheless, a wealth of research underscores the influential role of research in enhancing ped-

agogy (Centra, 1983; Brew & Boud, 1995; Coate et al., 2001; Prince et al., 2007). Hence, edu-

cational institutions striving to foster a research-oriented culture are ideally positioned to utilize 

their robust pedagogical heritage in generating impactful and practical research for their student 

cohorts (Norton-Meier et al., 2009). Furthermore, when educators incorporate a research- fo-

cused approach, students gain by being exposed to innovative methodologies within their re-

spective fields and can even participate actively, not only as subjects but also as contributors 

and collaborators in the research and learning journey. Such involvement enriches their resumes 

and curriculum vitae with valuable project experience and publications (Väljataga et al., 2015). 
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The collaborative research strategy also yields benefits for educators. Studies indicate that stu-

dent engagement and the overall educational experience improve when learners actively partic-

ipate in their own learning journey (Werth & Williams, 2021). Hence, the critical importance of 

research in higher education is multi-faceted, playing a significant role in the professional de-

velopment of educators, enriching the student learning experience, and advancing the 

knowledge frontier in various academic disciplines.  

 

When contemplating the obstacles to instilling a research-centric culture in predominantly teach-

ing institutions, there are a variety of factors that must be accounted for. These can be broadly 

categorized into four distinct areas: cultural, financial, pedagogical, and administrative. A cul-

ture that appreciates research and academic inquiry is crucial, as are financial mechanisms to 

back such initiatives, the ability to maintain a balance between teaching and research responsi-

bilities for faculty members, and ample administrative endorsement. For instance, faculty at in-

stitutions with a primary emphasis on teaching often have a 4-4 load, i.e., four courses per se-

mester and a total of eight in an academic year. Such demanding teaching commitments often 

curtail the ability of faculty to engage in meaningful research (Shavit, 2007). Moreover, these 

institutions frequently lack the luxury of graduate teaching assistants who could alleviate bur-

dens concerning grading or lecture preparation on the part of faculty.  

 

The culture at teaching institutions highly values the art of teaching, and faculty members often 

view themselves primarily as educators rather than researchers (Sato & Loewen, 2019). There-

fore, for a substantial cultural shift towards research to occur, faculty members must be willing 

and capable of undertaking research initiatives. However, this identity transformation cannot be 

solely imposed from the top-down or purely administratively driven (Omar et al., 2021). The 

realization of a faculty members' own research potential is better fostered through peer and col-

league interactions that elevate their appreciation of their potential contributions to academic 

inquiry and scholarship (Meilani et al., 2021).  

 

Proactive attitudes toward identifying as researchers are certainly key, yet attitude represents 

only a part of the puzzle when it comes to successfully shifting an institutional culture. In the 

past, it has also been essential for the institution to have the necessary financial and administra-

tive structures in place. For instance, most teaching-focused institutions might lack a grant office 

capable of managing large external research grants. Facility constraints can also be a hindrance, 

as fields like health and physical sciences often need substantial external funding to support the 

infrastructure necessary for scalable research (Sohrabi et al., 2021). Developing these capabili-

ties at the institutional level is a time-intensive process (McNair et al., 2022). Moreover, to bring 

about a cultural shift, there must be consistent administrative support that penetrates every level 

of the institution. Research support needs to be woven into the institutional fabric, involving 

administrative personnel, staff, maintenance and operations teams, and fiscal affairs (Jamali et 

al., 2022). This is true now more than ever with the rise of generative AI and shifting attitudes 

towards its use. But how does an institution build consensus and momentum toward shifting to 

a research culture, while addressing the outlined challenges? In fact, shifting institutional culture 

demands a comprehensive approach: establishing the financial infrastructure for scalable re-

search and grants is time-consuming and expensive; offering faculty extra time or incentives to 

conduct research becomes challenging amidst shrinking budgets and college-going populations; 

and garnering administrative support is daunting considering numerous other competing agen-

das (Jayman et al., 2022).  

 

Post-pandemic, smaller tuition-dependent institutions have been closing at a disturbing rate, ne-

cessitating resources be directed toward recruitment and retention efforts to offset the losses 

(McKeown et al., 2022). The ability to divert scarce resources seems unfeasible—be they human 
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or financial—towards initiatives that might not yield immediate returns. However, amid the ex-

istential "crisis" facing higher education—with questions about its value and purpose dominat-

ing headlines and drawing the attention of university leaders—reinvigorating students and fac-

ulty on their journey of educational discovery should be a top priority, even in the face of the 

impending demographic decline expected for traditional-age college students by 2025 (Zhang 

et al. 2022). At the same time, new solutions are available that are not as cost prohibitive. Shar-

ing the strain of the time and expense of research across departments and units is one solution 

that is becoming increasingly popular (Kulage et al., 2011).  

 

As such, while acceleration in research can present novel solutions, there are limitations when 

insights are confined within a single discipline, which calls for a fresh strategy. The proposed 

collaborative model, though not a panacea, offers a way to tackle many of the pressing issues 

that higher education confronts today. These include student and faculty engagement, resource 

constraints, community involvement, and academic compartmentalization. The difficulty in im-

plementing these interdepartmental and interdisciplinary research models in the past is due to 

incentives for faculty researchers. The saying “ideas are academic currency” has echoed across 

diverse academic fields, reinforced by administrative evaluation metrics and promotion stand-

ards. With innovative contributions to a specific field being so greatly esteemed, scholars often 

protectively keep their research plans and materials “close to the vest.” When collaboration does 

take place, authorship roles and contributions are meticulously specified, often following criteria 

established by discipline-specific entities (Tavares et al., 2022). The setup hinders the rapid 

cross-disciplinary sharing of essential information and isolates researchers, denying them the 

potential benefits of insights from colleagues within their own institutions.  

 

However, past attempts at confronting the entrenched obstacles and generating innovative re-

search aimed at tackling "wicked problems" has been continually stifled due to human factors 

and limitations (Mokiy & Lukyanova, 2022; Sadiq & Daud, 2009). Instead, faculty and admin-

istrators need to look beyond traditional models of research and integrate new strategies. As 

such, the proposed model under discussion here places a strong emphasis on collaboration, not 

just among human researchers, academics, staff, students, and community stakeholders, but also 

with generative artificial intelligence (AI) agents. This approach, commonplace in human sub-

ject research and studies in burgeoning technologies, calls for a reevaluation of the concept of 

"authorship" as traditionally defined and recognized within higher education institutions (Khezr 

& Mohan, 2022). By upending the standard research model, the study proposes that teaching 

institutions shift their focus towards harnessing field-specific capabilities to grapple with 

"wicked problems." This can initially be achieved through discipline-specific pedagogical re-

search, teaching initiatives that spur research, research that directly shapes teaching, and inquiry-

based learning. However, in order to support researchers in these endeavors and scale these 

efforts, AI agents can contribute greatly to these areas, offering unique perspectives and com-

putational power to accelerate the research process. Once the collaborative research model is 

put in place, it can then organically broaden and develop, enhanced further by the contributions 

of AI agents.  

 

Since November of 2022, generative artificial intelligence (AI) and large language models 

(LLMs) have seen a significant evolution, unveiling unprecedented opportunities and sparking 

thought-provoking discussions about AI's future trajectory (Garon, 2023). AI models such as 

OpenAI's ChatGPT 3.5 and 4 have exhibited extraordinary prowess in generating text that mir-

rors human expression and engaging in complex dialogue interactions (Gill & Kaur, 2023). As 

we advance in the field, the potential applications of these models are being probed across di-

verse sectors, including education, healthcare, and assisted living, much like the broader aca-

demic research process reaching an inflection point (Albahri et al., 2023; Lee, 2023; Liu et al., 

2023; Shahriar Hayawi, 2023). In this evolving landscape, the study and imitation of human 
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emotions within AI systems have become compelling research frontiers (Latif et al., 2023). Even 

though machine intelligence and human emotions are fundamentally distinct, LLMs' training 

capabilities have displayed potential in simulating and adopting various "personalities," with the 

next frontier being the exploration of artificial emotional dimensions (Garon, 2023). This pro-

gression paves the way for emotionally adept AI systems that understand and generate apt emo-

tional responses, promoting improved user experiences and more significant interactions (Ray, 

2023).  

 

The landscape of research has seen a monumental shift with the rise of AI learning and large 

language models. These technological advancements have reshaped the research realm, present-

ing hitherto unimagined possibilities for innovation and complex problem-solving. A recent 

study highlighted the potential of autonomous agents to mimic human behavior equipped with 

personal motivations and preferences (Park et al., 2023). Building on this premise, this paper 

puts forth a fresh strategy that harnesses a group of independent AI agents, each trained with a 

simulated persona possessing specialized expertise in unique research fields. By mimicking the 

human capability of incorporating diverse perspectives and expertise into team efforts, these 

agents can collaboratively address intricate problems in groundbreaking ways, paving the path 

for significant discoveries and progress in research. This innovative strategy for human-AI re-

search collaboration and inventive problem-solving is enabled through the persona and emo-

tional simulation of AI agents via large language models (LLM).  

 

The approach supports cross-disciplinary and interdisciplinary research within a decentralized 

authorship model, capable of generating novel solutions to the so-called "wicked" problems. 

Moreover, the proposed Six Emotional Dimension (6DE) model, originally developed by Rati-

can and Hutson (2023), adds a new dimension to this innovative research approach. By adopting 

the 6DE model, these AI agents can better understand and simulate human emotional responses, 

enabling them to work more effectively within interdisciplinary teams and with human collab-

orators. The integration of emotional intelligence into AI research personas enriches the research 

process, fostering a deeper understanding of the problems at hand, and enhancing the collabo-

rative problem-solving process. The novel approach represents a significant stride forward in 

our quest to tackle the most complex and challenging issues of the day.  

 

2. Methodology 

 

 Generative AI models hold the potential to advance research through the integration of 

various emotional models, bringing about profound insights and subtle understandings. In addi-

tion to the potential of AI agents outlined above, the Six Emotional Dimension (6DE) model is 

another multidimensional approach that can also be tailored to comprehend and quantify human 

emotions in their complexity (Power, 2006). This model provides a comprehensive look at emo-

tions, enhancing the precision of emotional state analysis and replication. The 6DE model brings 

together six emotional aspects that capture the essence of emotional experiences - arousal, val-

ance, dominance, agency, fidelity, and novelty (de Carvalho, 2019). By assessing emotions 

along these lines, the model offers a well-rounded perspective on emotional experiences. Fur-

thermore, it allows an in-depth exploration of emotional states in text-based interactions, by-

passing the need for sensory data.  

 

 The multidimensional emotional model has a fine-tuned approach, considering the mul-

tiple subdimensions of emotions, amplifies the capability of an AI system to understand and 

create fitting emotional responses. Such a model consequently leads to enriched user interactions 

and fosters more efficient human-AI interaction dynamics. To capitalize on the potential of the 
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6DE model in conjunction with ChatGPT, individuals can facilitate dialogues or interactions 

with the AI system, unlocking the abilities of emotional analysis and creation. Regardless of 

whether the intention is to delve into the emotional dimensions of a specific scenario or to 

prompt distinct emotional responses, the model offers a blueprint for a more refined compre-

hension of emotions. For a full list of training samples, see Ratican and Hutson (2023). Some 

example instructions include how individuals can interact with an AI system like ChatGPT in 

the context of the 6DE model, exploring emotional dimensions across various scenarios. For 

instance, one might recount a recent event, like a workplace dispute, and request the model to 

analyze it within the framework of the 6DE model. The AI model may examine the arousal level 

(the intensity of emotion), the valence (positive or negative emotions), dominance (the level of 

control over emotions), agency (the source of emotions), fidelity (authenticity of emotions), and 

novelty (unfamiliarity or freshness of emotions) tied to the event.  

 

 Likewise, one could construct a hypothetical situation, like a surprise party, and ask the 

model to generate an emotional response using the 6DE model. The AI model could then be 

used to fabricate emotions that align with the dimensions of arousal, valence, dominance, 

agency, fidelity, and novelty typically associated with such an event. In the context of a narra-

tive, one could describe a character from a book, such as Katniss Everdeen from The Hunger 

Games, and request the model to interpret her emotional experiences in the lens of the 6DE 

model. The AI model can then analyze the experiences of the protagonist across the emotional 

dimensions of arousal, valence, dominance, agency, fidelity, and novelty.  

 

 In the realm of personalizing emotional responses, one could ask the model to speculate 

how AI systems could utilize the 6DE model to tailor responses to individual users, weighing 

both potential benefits, like more engaging interaction, and challenges, such as ethical consid-

erations or the potential for misunderstanding. Lastly, envisioning an AI assistant characterized 

by different emotional dimensions, one could ask the model to explore how such a system could 

potentially improve user interactions. For instance, an AI assistant in a healthcare setting may 

exhibit higher levels of dominance and agency to convey authority and confidence, while in an 

educational setting, it may show higher novelty and fidelity for engaging and authentic interac-

tions.  

 

 Training ChatGPT with the 6DE model to enhance its emotional comprehension and 

response generation requires a strategic approach, involving a series of steps and instructions. 

Implementing the 6DE model into the training data enables ChatGPT to expand its understand-

ing of emotional dimensions, hence facilitating more accurate and complex emotional responses. 

Here are some methodologies that can be followed:  

1. Firstly, you may include the 6DE model in the training data to amplify the AI's emotional 

comprehension. This could be done by providing a dataset comprised of conversations or 

text samples that explicitly illustrate emotional dimensions. These may encompass annotated 

emotional data, user interactions, or simulated dialogues, considering arousal, valence, dom-

inance, agency, fidelity, and novelty dimensions. 

2. Next, consider fine-tuning ChatGPT with the 6DE model as a guiding principle for generat-

ing emotionally intelligent responses. This involves adapting ChatGPT with a transformed 

objective function that embraces the 6DE model's emotional dimensions. Techniques such 

as reinforcement learning can be employed to steer the model towards fabricating responses 
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that align with desired emotional dimensions. 

3. Furthermore, consider integrating the 6DE model as a post-processing stage to scrutinize 

and fine-tune the emotional content generated by ChatGPT. Following the generation of a 

response by ChatGPT, the 6DE model can be utilized to assess the emotional dimensions 

exhibited in the produced text. Feedback or adjustments can then be provided based on the 

desired emotional qualities to heighten the emotional intelligence of the model.  

4. You can also combine the 6DE model with existing emotional datasets to augment 

ChatGPT's emotional comprehension and generation capabilities. During the training phase 

of ChatGPT, merge the 6DE model with existing emotional datasets, such as the AffectNet 

or EmotionX datasets. The model can then be fine-tuned to capture the nuances and subtle-

ties of emotions epitomized by the dimensions in the 6DE model.  

5. Lastly, generating a dialogue dataset where users actively engage with ChatGPT, while ex-

plicitly offering feedback on the emotional qualities of the responses, can be valuable. Invite 

users to assess the arousal, valence, dominance, agency, fidelity, and novelty of the gener-

ated responses. This annotated dataset can then be used to train ChatGPT to better compre-

hend and create emotionally intelligent responses. 

 

By adhering to these instructions and engaging in conversations or interactions with the AI, 

users can delve into the emotional dimensions of various scenarios. This not only allows for a 

broader understanding of emotions but also enables the generation of appropriate emotional re-

sponses considering the desired levels of arousal, valence, dominance, agency, fidelity, and nov-

elty.  

 

3. Result and Discussion 

 

The use of the 6DE model can be taken a step further in enhancing the performance of generative 

AI agents, especially in the context of interdisciplinary research. The enhancement proposes a 

unique theoretical framework that leverages the creation of a team of autonomous AI agents. 

Each of these agents is designed with a distinct persona that embodies expertise in a specific 

research field. Imagine these AI agents as virtual collaborators, each offering unique insights 

from their respective disciplines to identify novel solutions to problems through a Design Think-

ing process. They work together, drawing from their specialized knowledge bases to generate 

ideas and concepts that an individual may not typically consider.  

 

 Inspired by the aspiration of mirroring human behavior in AI agents, this approach is an 

attempt to utilize AI capabilities in mimicking human-like problem-solving methods. Incorpo-

rating the 6DE model can offer a significant boost to this process, as it allows for a more com-

prehensive and nuanced understanding of emotions. This nuanced understanding can further 

enable these AI personas to react, interact, and generate responses with a more human-like emo-

tional understanding, fostering a more realistic and immersive collaborative environment. For 

instance, an AI agent with expertise in sociology could use the 6DE model to offer insights into 

the societal and emotional implications of a proposed solution, such as understanding the va-

lence or emotional polarity of a group's response to a policy change. Simultaneously, an AI agent 

focused on economics could provide analyses on the financial viability and economic impact of 

the same solution, also considering the emotional aspects involved in economic behaviors.  

 



JOURNAL OF INNOVATION AND TECHNOLOGY   

eISSN:2805-5179                                                                                                           Vol. 2023, No.15 

 
http://ipublishing.intimal.edu.my/joint.html 

 By doing so, these AI agents can bring forth a comprehensive, multi-faceted perspective 

on problem-solving, addressing the problem from several angles simultaneously. This system 

can provide a depth of understanding and propose solutions that are empathetic, economically 

feasible, and societally acceptable, truly harnessing the power of AI and the 6DE model in the 

research and problem-solving processes. The ability of humans to contribute varying perspec-

tives, experiences, and expertise to group efforts has been universally lauded as a vital propellant 

for innovation and breakthroughs in research. The suggested framework seeks to mirror this 

aspect of human collaboration in AI agents by creating simulated personas that embody different 

fields of expertise.  

 

 Envision each AI agent having its own distinct knowledge base, mirroring a specific 

field of research. These agents, designed to be autonomous, have the ability to independently 

access, process information from relevant sources, and generate unique insights and solutions 

grounded in their specialized know-how. Take, for example, a problem-solving scenario related 

to climate change. An AI agent with a persona focused on environmental science could provide 

insights into the potential ecological impacts of a proposed solution. Another agent, embodying 

expertise in policy-making, could offer perspectives on the legislative implications and feasibil-

ity of implementing the same solution. Meanwhile, an agent with a persona focused on social 

science could examine the societal reactions to such changes. Each of these perspectives con-

tributes to a comprehensive solution that could not be achieved by a single point of view.  

 

 The framework bears several implications and benefits for research. First, it presents a 

new avenue for problem-solving by harnessing the collective expertise of AI agents with simu-

lated personas. This approach could potentially bring forth innovative and unconventional solu-

tions to intricate problems that might be elusive through traditional research methods. Second, 

by emulating the diversity of human perspectives in group work, it can foster diversity in re-

search, leading to more exhaustive and holistic insights and encouraging interdisciplinary col-

laborations. Lastly, the framework has the potential to expedite research processes. By utilizing 

the computational capabilities and efficiency of AI agents to process and analyze vast volumes 

of data, the speed and precision of research outcomes can be significantly enhanced.  

 

 The collaborative nature of this framework mirrors the dynamics of human group work. 

Each AI agent brings specialized knowledge and a unique perspective to the task, thereby con-

tributing original insights and ideas. Through these collaborative interactions, a dynamic ex-

change of information, concepts, and perspectives unfolds, paving the way for the emergence of 

novel solutions and breakthroughs. The diversity in the simulated personas of the agents, which 

represent various fields of research, brings a broad spectrum of perspectives to the table, truly 

replicating the richness and diversity of human group work. The following will focus on demon-

strating how the 6DE model can be employed to enrich conversations with AI, enabling unique 

insights from various disciplines in a group study scenario. The aim is to illustrate how a human 

can lead a group of AI agents, each specializing in a distinct field of knowledge, to explore a 

problem or a topic from multiple angles.  

 

 Emulating a human-led study group, each AI agent in this hypothetical setup has been 

trained in a different discipline using the 6DE model. The approach allows the AI to understand 

and generate emotionally nuanced responses. The goal is to explore how these AI agents can 
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contribute to problem-solving and ideation in this setup, providing insights rooted in their re-

spective disciplines and emotionally nuanced by the 6DE model. This interdisciplinary  

approach, enhanced by the emotional dimensions captured by the model, is anticipated to bring 

out novel solutions and insights. In the following segment, a series of example prompts will be 

outlined, showcasing how to direct each AI agent to apply its unique discipline-specific exper-

tise and the 6DE model in their responses.  

 

 Consider a study group scenario where a human leads five AI agents, each of these agents 

embodying expertise from distinct disciplines. These disciplines could include environmental 

science, social science, political science, economics, and data science. Each AI agent has been 

trained using the 6DE model, enhancing its ability to understand and generate emotionally nu-

anced responses. Here are a few prompts that could be used to guide the interactions (Table 1):  

 

 

 

Table 1. Interdisciplinary Research AI-Agent model 

Instruction Example Prompt AI Discipline 

Analyze emotional 

dimensions using the 6DE 

model 

Analyze the emotional 

dimensions of the public 

reaction to climate change 

policies 

Social Science 

Generate an emotional 

response using the 6DE 

model  

Generate an emotional 

response to the proposed 

climate change policy based 

on economic principles 

Economics 

Describe emotional impact 

using the 6DE model 

Describe the emotional 

impact of climate change on 

ecosystems 

Environmental Science 

Discuss implications using 

the 6DE model 

Discuss the potential 

implications of data-driven 

climate change policies  

Data Science 

Evaluate emotional 

dimensions using the 6DE 

model 

Evaluate the emotional 

dimensions of the political 

discourse on climate change 

Political Science 

 

 Expanding on this, imagine a scenario where a human leader directs a study group of 

five AI experts, each proficient in a different discipline, to tackle the issue of climate change. 

The application of the 6DE model allows for a more nuanced exploration of the issue, guided 

by the emotional dimensions - arousal, valence, dominance, agency, fidelity, and novelty. The 

AI agent specialized in political science would examine the emotional undertones in the rhetoric 

used in climate change policies. Its analysis could reveal the dynamics of power play and public 

sentiment, based on emotional responses evoked in different stakeholders. For instance, it may 

observe heightened arousal and negative valence in discourses portraying climate change as a 
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looming crisis demanding immediate action or note the dominance dimension in political argu-

ments emphasizing sovereignty over environmental regulations.  

 

 The economics expert AI could explore the emotions linked with economic aspects of 

climate change, such as reactions to the cost of renewable energy sources or the economic impact 

of extreme weather events. It might find high arousal and negative valence associated with fi-

nancial distress caused by these events or the dominance dimension surfacing in discussions on 

who bears the cost of climate change mitigation.  

 

 The environmental science expert AI could gauge emotions related to the direct impact 

of climate change on the planet. It could analyze emotional responses to issues such as biodi-

versity loss or deforestation, with perhaps high arousal and negative valence associated with the 

dire consequences of these issues, and novelty in terms of people's reactions to new scientific 

data or unprecedented environmental phenomena.  

 

 

 The sociology expert AI might assess societal attitudes towards climate change, exam-

ining the emotional dimensions in public opinion, activism, and social responses. It could track 

shifts in agency, where increasing awareness leads to a greater sense of personal responsibility, 

or changes in fidelity as people’s trust in different information sources varies.  

 

 Lastly, the ethics expert AI could delve into the moral dilemmas posed by climate 

change. It may find high arousal and complex valence in debates over intergenerational justice, 

or examine how agency plays out in discussions about individual versus collective responsibil-

ity. In all, each AI agent brings its unique disciplinary lens and emotional understanding to the 

table, creating a rich, multi-faceted exploration of the complex issue of climate change. This 

approach, powered by the 6DE model, can reveal insights and perspectives that a single-disci-

plinary analysis might miss, illuminating the path towards more comprehensive and nuanced 

solutions.  

 

In accordance with the methodology outlined, the deployment of the 6DE model within a multi-

disciplinary AI framework has yielded profound insights into the emotional dimensions sur-

rounding the issue of climate change. Each AI agent, leveraging its domain expertise, interpreted 

the facets of climate change through the lens of the 6DE model, uncovering diverse emotional 

undercurrents and implications. 

 

The Political Science AI agent's analysis revealed a dynamic emotional landscape within the 

political discourse on climate change. High arousal and negative valence were notably present 

in narratives that portrayed climate change as an urgent crisis requiring immediate action. Ad-

ditionally, the dominance dimension emerged strongly in discussions where political rhetoric 

emphasized sovereignty and control over environmental policies. This exploration highlights 

the intricate interplay of emotions in shaping political narratives and public perception of climate 

change. 

 

The Economics AI agent focused on the economic dimensions of climate change, uncovering 

emotional responses linked to financial impacts and policy decisions. This analysis indicated 

high arousal and negative valence associated with the economic strain caused by climate-related 
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events and the costs involved in mitigation strategies. The dominance dimension was also evi-

dent, particularly in debates about the distribution of financial burdens for climate action. These 

findings underscore the significant role of economic factors in shaping emotional responses to 

climate change, both at the individual and collective levels. 

 

The Environmental Science AI agent examined the direct impact of climate change on the planet, 

analyzing emotional responses to environmental degradation. High arousal and negative valence 

were frequently observed in reactions to biodiversity loss, deforestation, and other forms of en-

vironmental harm. Novelty was a notable dimension in this context, reflecting public reactions 

to new scientific data and unprecedented environmental phenomena. This analysis sheds light 

on the emotional connections people have with the natural world and how these emotions are 

affected by the visible impacts of climate change. 

 

The integration of the 6DE model into the AI framework for analyzing climate change has 

proven to be highly effective in capturing the complex emotional dimensions of this global issue. 

This multidisciplinary approach, combining political science, economics, and environmental 

science perspectives, provides a comprehensive understanding of the emotional underpinnings 

in climate change discourse. Comparatively, traditional single-disciplinary analyses often over-

look the interplay of emotions across different fields, whereas this integrated approach brings a 

more holistic understanding of how emotions shape perceptions, policies, and actions related to 

climate change. 

 

The novelty of this research lies in its application of the 6DE model within an AI framework 

across multiple disciplines, offering a unique perspective on the emotional dynamics of climate 

change. This approach has opened new avenues for understanding the emotional aspects of com-

plex global challenges. Future research could extend this methodology to other areas of societal 

importance, further exploring the potential of emotionally aware AI systems in providing com-

prehensive insights. The integration of the 6DE model within a multidisciplinary AI framework 

represents a significant advancement in the field of AI and emotion research. It exemplifies how 

AI can be utilized to gain a deeper understanding of the emotional facets of complex global 

issues, paving the way for more informed and empathetic approaches to addressing such chal-

lenges. 

4. Conclusions 

This exploration has illuminated the intersection of the Six Emotional Dimension model (6DE) 

and its promising applications in the realm of generative AI. By integrating the 6DE model with 

advanced language models such as ChatGPT, there is potential to deepen the emotional under-

standing and responsiveness of AI, facilitating more empathetic, nuanced, and engaging inter-

actions between AI systems and human users. The specific model offers a multidimensional 

framework that encapsulates a wide spectrum of human emotions. This intricate, comprehensive 

understanding allows AI systems to better decipher and replicate emotional states, paving the 

way for deeper and more human-like exchanges. Moreover, the understanding is not merely 

theoretical. By embedding the 6DE model into the learning processes of AI, more contextually 

appropriate and emotionally aware responses from AI systems can be elicited. The fusion of 

emotional understanding and machine intelligence amplifies the capabilities of AI constructs to 

interpret and generate emotionally intelligent responses.  

The exploration also touched upon a fascinating application of the 6DE model that involves 

simulating personas of experts in different fields in a group of autonomous AI agents. These 

agents are designed to collaborate in a manner that mirrors human group dynamics. They can 

leverage their specialized knowledge bases to bring diverse perspectives to the problem-solving 

process, fostering an environment conducive to innovative solutions. Moving forward, the focus 
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is on expanding the boundaries of the work explored here. Future research and advancements 

will concentrate on refining the integration of the 6DE model within AI constructs, exploring 

the potential of collaborative autonomous AI agents, and unearthing new applications for this 

technology. In the rapidly evolving landscape of AI, the integration of the 6DE model represents 

a significant stride towards emotionally intelligent constructs. The journey towards realizing this 

vision holds immense potential and exciting challenges.  
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