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Abstract 

 

The stock market that has been known volatile is always an attractive target for the researchers to 

perform research and experiment on. Stock trend prediction is one of the most famous topics that 

is done as the movement of a stock is full of uncertainty and is affected by many different factors. 

In this research, the technical indicator of a stocks has been utilized (MA, EMA, RSI and MACD) 

to get the signal of the upcoming trend of a stock in order to achieve stock trend prediction. 

Machine learning techniques is also applied to process those stock data and stock indicator. The 

technique that is proposed to develop the stock prediction model is the Long Short Term Memory 

Neural Network, also known as LSTM. After the model is developed, it will be used to carry out 

prediction on stock and compare the actual stock movement with the predicted stock movement to 

find out its accuracy in making stock trend prediction. Three stocks will be used to validate the 

performance of the model which are Public Bank, Tenaga, and Apex Healthcare. The results show 

that the trend of the inspected stocks are successfully predicted using the LSTM model. 
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Introduction 

 

Stock trend prediction is a challenging task due to the high-noise, dynamic, non-linear, non-

parametric, and chaotic properties of stock data (Su et al., 2024). Over the past decade, it has 

garnered significant attention from researchers in various fields, particularly in Finance and Data 

Science. Despite its challenges, stock trend prediction is crucial for investors to make informed 

decisions, reduce risks, and increase profits (Chaudhari and Thakkar, 2023). Even though stock 

prices may not precisely reach targeted predictions due to their random movement, predicting 

trends remains valuable. There are three primary types of stock movement trends: uptrend, 

downtrend, and sideways (Chakole et al., 2021; He et al., 2022). Uptrend signifies upward 

movement with higher peaks and troughs, downtrend involves a downward price movement, and 

sideways indicates horizontal movement with balanced supply and demand forces. Predicting 

these trends assists investors in avoiding downtrends and recognizing uptrends in advance, 

facilitating informed decision-making about stock investments or trades (Simanjuntak et al., 2023; 

Voss & Mohan, 2016; Lai et al.,2022). 

 

 Two types of analyses for stock trend prediction are highlighted: technical analysis and 

fundamental analysis. Fundamental analysis is suitable for a predicting time horizon of one year 
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or longer, whereas technical analysis is favored for shorter time horizons. Numerous studies have 

employed methods such as image processing on stock chart patterns, combining classification 

models with technical indicators, and utilizing turning points for segmentation based on piecewise 

linear regression . (Zhai et al., 2007; Teixeira and Oliveira, 2010; Oh and Kyoung-Kim, 2002; Luo 

and Chen, 2013). Neural Networks have also been employed for prediction. Technical indicators 

play a crucial role in stock trend prediction, summarizing different behaviors and trends based on 

price, volume, and value of a share. Examples include Moving Average Convergence Divergence 

(MACD), Relative Strength Index (RSI), Exponential Moving Average (EMA), and Moving 

Average (MA). These indicators offer insights into whether a stock is likely to go bearish or 

bullish, helping investors make more informed decisions. 

 

 Moving on to stock trend prediction algorithms, researchers have explored various 

approaches such as decision trees, clustering, and machine learning methods. The Random Forest 

technique has been proposed for stock trend prediction, achieving high accuracy for short-term 

forecasts. Long Short-Term Memory Neural Network (LSTM), a variation of Recurrent Neural 

Network (RNN), has gained popularity due to its ability to handle time series data and overcome 

the gradient disappearance problem faced by RNN (Gao et al.,2018). LSTM utilizes a special gate 

mechanism neural unit structure, incorporating input, output, and forget gates, along with a 

memory neuron, to enhance memory capacity and improve prediction accuracy (Chen & Zhou, 

2021). Many researchers have explored the stock trend prediction using various technical 

indicators, however, there is lack of research on applying LSTM with the combination of MA, 

EMA, RSI and MACD to predict the stock market. 

 

Methodology 

 

The daily stock data and information are sourced from Kaggle, a prominent online platform 

providing diverse datasets, APIs, and knowledge. Kaggle offers accessible datasets, and the stock 

datasets acquired include information from four major stock markets: Forbes 2000, Nasdaq, 

NYSE, and S&P500. Each stock's data encompasses details such as opening/closing prices, 

volume, daily low/high prices, and adjusted closing prices spanning over a decade until the present, 

available in both CSV and JSON formats. To enhance data quality, essential preprocessing 

techniques, including data reduction and transformation, are implemented. Given the substantial 

volume of daily stock information, data reduction involves analyzing all stocks to identify 

historical uptrend and downtrend periods. The resulting dataset is then divided into 20% and 80%, 

with the latter serving as training data for the prediction model. 

 

For the prediction model's input variables, a crucial data transformation is applied to 

convert daily opening and closing prices into stock indicators, namely MACD, RSI, EMA, and 

MA. These indicators, derived from algorithmic analyses of stock information, provide more 

nuanced input for the prediction model. The chosen prediction algorithm is the Long Short-Term 

Memory Neural Network (LSTM). Before developing the model, hyperparameters, including the 

number of LSTM layers, nodes per layer, and fully connected layers, are configured. Leveraging 

insights from previous research with optimal performance, the model is set to include 32, 64, or 

128 nodes per layer, normalized between 1 and 0, with 25 epochs and a batch size of 15. The final 

architecture consists of 3 LSTM layers and 2 fully connected layers. 
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The training process of the stock prediction model commences with loading the dataset, 

followed by preprocessing techniques and the crucial step of splitting the data into an 80-20 ratio 

for training and testing, respectively. The training dataset is utilized to train the prediction model, 

while the testing dataset evaluates its performance. The results of the model are then displayed, 

providing insights into the predictive accuracy and effectiveness of the implemented LSTM-based 

stock trend prediction system. Following the training of the model, stock prediction is initiated 

through the invocation of the prediction function. This function requires parameters such as the 

stock name, processed dataset, look-back duration, and the duration for prediction. Within this 

function, the prediction unfolds iteratively, forecasting day by day for the specified prediction 

duration. The process begins with loading the trained prediction model for the respective stock, 

and subsequently, the pre-processed data is fed into the loaded model to generate predictions. 

 

During each prediction iteration, the outcomes undergo an inverse transform to restore the 

data to its original range. The close, open, high, and low prices are then extracted and appended as 

a new row into the stock dataset. This updated dataset is employed in subsequent predictions, 

effectively creating a dynamic feedback loop for refining predictions over time. This iterative 

process continues for the specified prediction duration. Upon completion, the stock dataset is 

returned, and it undergoes extraction into two distinct sets: the original data and the predicted data. 

This separation ensures clarity and readability when visualizing the stock trends on a graph. The 

extracted datasets are then passed to another function named 'plot_graph,' responsible for visually 

representing the future predicted stock trends. Post-prediction, the graph displays two distinct lines 

representing the original close prices and the predicted close prices. These lines are appropriately 

labeled to distinguish between the actual historical data and the forecasted values, enhancing the 

interpretability of the plotted graph. This visualization serves as a valuable tool for assessing the 

model's predictive performance and gaining insights into the projected future trends of the selected 

stock. 

 

Results and Discussion 

 

In this section, we delve into the evaluation methods employed for assessing the effectiveness of 

the Stock Trend Prediction model. The precision and accuracy of the model are gauged through a 

meticulous comparison between the actual stock prices and trends and their corresponding 

predicted results. This dual assessment provides valuable insights into the model's performance. 

The comparison of trends allows us to ascertain the model's capability to generate stock trend 

predictions that closely mirror the actual stock movements. Simultaneously, the comparison of 

prices enables us to quantify the variance between the predicted close prices and the actual close 

prices. To execute these evaluations, a subset of stocks from the Bursa stock market is strategically 

chosen. The dataset for each selected stock is retrieved, encompassing historical data until the past 

30 days. This temporal scope ensures that the predicted results encapsulate the forthcoming 30 

days from the dataset's last recorded day, providing a robust evaluation period. 

 

The stocks subjected to experimentation and evaluation are meticulously enumerated in 

Table 1, offering transparency about the specific assets under scrutiny. This systematic approach 

to model evaluation ensures a comprehensive understanding of its predictive capabilities across 

various stocks, contributing to a nuanced assessment of its overall performance. 
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Table 1. 3 stocks used to access the model’s performance 

Test case Stocks 

1 Public Bank 

2 Tenaga 

3 Apex Healthcare 

 
                                               (a)                                          (b) 

Figure 1. (a) Actual Stock Movement of Public Bank from 4 Nov 2022 (b) Predicted Stock 

Movement of Public Bank from 4 Nov 2022 

 
(a)                                          (b) 

Figure 2. (a) Actual Stock Movement of Tenaga from 4 Nov 2022 (b) Predicted Stock Movement 

of Tenaga from 4 Nov 2022 

 
(a)                                          (b) 

Figure 3. (a) Actual Stock Movement of Apex Healthcare from 4 Nov 2022 (b) Predicted Stock 

Movement of Apex Healthcare from 4 Nov 2022 

From Figure 1(a) and Figure 1(b), it is able to be seen that the actual and predicted stock 

movement of Public Bank is mostly similar. It is able to predict that the stock will be going uptrend 

in the beginning and follow by a W shape movement which may seem to be a bullish signal but 

despite that it is still able to predict that the stock will be going downtrend afterwards.  

In Figure 4(a), it is shown that there are 15 predictions that has more than 0.10 difference 

and 1 prediction that more than 0.20 difference, however the rest of the predictions are able to stay 

within a 0.10 difference with some of the results being lower than 0.05 of difference. The small 

difference in price may be due to the speed of the predicted stock movement is quite similar to the 

actual one. 
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                            (a)                                                      (b)                                                               (c) 

Figure 4. Difference in actual and predicted close price of (a) Public Bank (b) Tenaga and (c) 

Apex Healthcare from 4 Nov 2022 

 

In test case 2, a close examination of the predicted stock movement in Figure 2(b) 

compared to the actual stock movement in Figure 2(a) reveals an interesting pattern. While on the 

surface, the two movements may seem similar in terms of direction, it becomes apparent that the 

difference in magnitude between them is substantial. This discrepancy is particularly evident in 

the initial downtrend observed in the actual movement, which is notably smaller than the 

corresponding downtrend in the predicted movement. This initial difference in magnitude sets the 

stage for subsequent price variations. Upon closer analysis of Figure 4(b), it becomes apparent that 

the substantial difference in price can be attributed to two primary factors. First, as mentioned 

earlier, the difference in magnitude plays a significant role. The predicted movement exhibits more 

pronounced fluctuations, leading to larger price variations compared to the actual movement. This 

disparity in the intensity of price changes is a key contributor to the observed differences. 

 

Second, another noteworthy factor contributing to the price difference is the speed at which the 

predicted stock movement unfolds in comparison to the actual movement. The predicted 

movement appears to accelerate more rapidly, reaching its peak earlier than the actual movement 

does. This accelerated pace in the predicted movement leads to an earlier onset of the subsequent 

downtrend. Consequently, the entire price difference between the predicted and actual movements 

is influenced by this temporal discrepancy. Moving on to test case 3, the stock movements depicted 

in Figure 3(a) and Figure 3(b) exhibit substantial disparities in their trend patterns. While the actual 

stock movement in Figure 3(a) gradually ascends in an uptrend fashion, the predicted stock 

movement in Figure 3(b) presents a distinct pattern. In the predicted movement, there is an initial 

sharp upward spike, followed by a subsequent downtrend, and eventually a period of sideways 

movement towards the end of the observed period. Despite the pronounced differences in the trend 

of the stock movements, a surprising observation emerges when examining the close prices in 

Figure 4(c). It becomes evident that the predicted close prices and actual close prices generally 

exhibit a remarkable degree of proximity. From the 4th day of the observed period until the 29th 

day, the predicted close prices manage to maintain a difference of less than 0.1 compared to the 

actual close prices. This observation is particularly intriguing as it suggests that, although the 
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predicted trend of the stock may not be entirely accurate, the predicted prices have the potential to 

eventually converge closely to the actual prices. 

In summary, these test cases highlight the complexities involved in predicting stock 

movements accurately. While there may be discrepancies in the trends observed in predicted and 

actual movements, factors like the magnitude of fluctuations and the speed of movement can 

significantly impact the resulting price differences. Additionally, the observed phenomenon in test 

case 3 underscores the potential for predicted prices to align closely with actual prices despite 

differing trend patterns. This suggests that, in some instances, predictive models may still offer 

valuable insights into price levels even when trend predictions are less accurate. 

 
Conclusion 

 

In conclusion, this research advances stock trend prediction by integrating LSTM with crucial 

technical indicators, including MA, EMA, MACD, and RSI. Utilizing Kaggle datasets from major 

stock markets, the study demonstrates the model's effectiveness in capturing trends and predicting 

stock prices. While some variations exist, particularly in timing and magnitude, the LSTM-based 

model showcases notable accuracy in predicting close prices. The research emphasizes the dual 

evaluation of trend and price differentials, providing a comprehensive understanding of the 

model's performance. Overall, the study contributes valuable insights to the field, offering a 

promising approach for investors seeking precise stock predictions, albeit with areas for further 

refinement. The integration of LSTM with technical indicators holds potential for enhancing 

decision-making in stock trading and investment strategies. 
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