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Abstract 

 

The Coronavirus or other designations is COVID-19 (Corona Virus Disease) appeared in 

November 2019 in Wuhan, China. Over time, the virus is no longer categorized as an outbreak but 

is categorized as a pandemic or has spread to almost all countries in the world, including Indonesia. 

The emergence of COVID-19 in Indonesia in February 2020 has resulted in many sectors 

experiencing losses, not only in health but also in the economic sector. Recently there was a new 

mutation to the COVID-19 Virus, namely Omicron. Omicron has been shown to be much more 

infectious than the other variants with an increased ability to evade vaccines and cause re-infection. 

This study aims to present a result of sentiment analysis on the new variant of the COVID-19 

Virus, namely Omicron which is divided into three (three) classes: positive, negative, and neutral. 

Then, the comments will be manually labeled followed by classification using the Nave Bayes 

algorithm and RapidMiner software. This study's findings revealed that 84% of the community 

responded positively, 7% of the community responded Neutral and 9% of the community 

responded negatively. It can be concluded that the community responded positively to the issue of 

the latest variant of the COVID-19 Omicron virus because there is also the possibility that the 

contents of the latest Omicron COVID-19 virus may also be dangerous from the beginning of the 

emergence of the COVID-19 Virus in the world. 
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Introduction 

 

The trend of the development of information technology (IT) and its applications has brought a 

number of major changes (Abdillah, Mukti, et al., 2021). People's activities are made easier by the 

presence of a number of IT-based applications. For example, through the use of the Internet 

(Abdillah et al., 2023), many transactions can be made in paperless, electronic-based, and real-

time modes. One of the emerging trends in internet is social media (Abdillah, 2022). The more 

widespread use of social media, such as making social media a source of information that is in 
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great demand by the Indonesian people (Guspita & Abdillah, 2021). To share opinions, many 

people use the social medical platform Twitter. This is because Twitter is a good resource for 

investigating public opinion (Bokaee Nezhad & Deihimi, 2022). Twitter (Kwak & Cho, 2018), via 

the Streaming application programming interface (API), provides an overview of its hundreds of 

millions of users and billions of tweets providing examples of all tweets that match a number of 

parameters from that API user. The use of Twitter is increasingly widespread with access via 

smartphones which allows people to write their tweets on a mobile (Abdillah & Kurniasti, 2022) 

basis. 
 Opinion mining, also known as sentiment analysis, is a computational examination of 

people's opinions, sentiments, and emotions conveyed in the form of text entities or attributes. 

(Aditya, 2015). Sentiment analysis is a science that is useful for analyzing one's opinion, one's 

sentiment, one's assessment, attitude, and emotions into written words. The primary goal of 

sentiment analysis (Ling et al., 2014) is to categorize the polarity of text in a document, sentence, 

or paragraph, or opinion sourced from online media. Polarity means whether a good, negative, or 

neutral feature of language in a document, sentence, or viewpoint, negative or neutral aspect. In 

this context, negative opinion refers to comments or opinions that might provoke hatred, shame, 

controversy, and arguments in cyberspace. Positive opinion is a positive statement or opinion that 

does not provoke hatred, embarrassment, controversy, or problems in cyberspace. While neutral is 

a word that does not contain negative or positive. 

 The method for analyzing the sentiment of the researcher uses the Naïve Bayes algorithm. 

Naïve Bayes is a probabilistic model machine learning technique (Wahyu Handani et al., 2019). 

Naïve Bayes is a simple algorithm with great text classification performance and accuracy 

(Routray et al., 2013).  

RapidMiner is software that supports an easier way to load data equipped with a Graphical 

User Interface (GUI) Window for selecting data sets (Baharun et al., 2022). RapidMiner is used to 

examine data quantitatively and qualitatively in order to gain expected information and knowledge. 

(Uska et al., 2020).  

At the end of 2019 and early 2020, the world began to be hit by an outbreak that became a 

global pandemic known as COVID-19. COVID-19 is caused by the coronavirus SARS-CoV-2, 

also known as the 2019 new coronavirus (2019-nCoV) (Lai et al., 2020), and was declared a global 

pandemic in March 2020 (WHO, 2020). The SARS-CoV-2 virus-caused the COVID-19 pandemic 

has had a tremendous impact on global health, economics, and social systems. The virus has 

undergone different changes over time, resulting in the creation of new varieties with possibly 

changing features. Recently, we were surprised again by the discovery of a novel COVID-19 viral 

variant, namely B.1.1.529 or Omicron, which was first discovered in South Africa on November 

24, 2021. The Omicron variety has an extraordinary the total number of spike protein mutations, 

raising concerns about its transmissibility, pathogenicity, and ability to escape immunization. The 

Omicron variant is the latest variant which is currently a fully the majority are found in various 

countries. Thus, the World Health Organization (WHO) has classified it as a "variant of concern" 

(Table 1). 

Understanding public sentiment toward the Omicron variety is critical in the face of this 

evolving dilemma. Social media platforms, news stories, and online forums are major sources of 

people's real-time ideas and emotions about current events. Sentiment analysis, a natural language 

processing technique, is crucial in assessing and comprehending this massive amount of textual 

data, assisting in gauging public views, anxieties, and reactions to the Omicron variation. 
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Table 1. COVID-19 Variants of Concern (VOC) 

WHO Label & 

Pango Lineage* 
Initial Documentation Sample Appointment date 

Alpha (B.1.1.7) 2020 Sept., United Kingdom Dec. 18th, 2020  

Beta (B.1.351) 2020 May, South Africa Dec. 18th, 2020 

Gamma (P.1) 2020 November, Brazil Jan 11th, 2021 

Delta (B.1.617.2) 2002 October, India 
VOI: Apr. 4th, 2021  

VOC: May 11th, 2021 

Omicron* (B.1.1.529) 2021 November, Several Countries 
VUM: Nov. 24th, 2021 

VOC: Nov. 26th, 2021 

Source : https://covid19.go.id/id 

 

Data Mining can be used for several disciplines (Sabarmathi & Chinnaiyan, 2017), namely: 

1) Database Technology, 2) Information Science, 3) Statistics, 4) Machine Learning, 5) 

Visualization, and 6) Others Disciplines. A number of studies have addressed the topic of 

sentiment analysis, such as: 1) The Machine Learning Method was used to analyze public 

sentiment against Joko Widodo in relation to the COVID-19 outbreak (Hikmawan et al., 2020), 2) 

An Examination of the Benefits and Drawbacks of Indonesian Society Sentiments on the COVID-

19 Vaccine on Twitter (Rachman & Pramana, 2020), 3) Public Opinion Sentiment Analysis on 

Twitter Regarding COVID-19 Using the Naïve Bayes and KNN Methods (Syarifuddinn, 2020), 4) 

Sentiment Analysis of Public Opinion on COVID-19 Using the Naïve Bayes Classifier Algorithm 

(Yulita et al., 2021), and 5) Application of Artificial Neural Network Algorithm for Classification 

of Public Opinion Against COVID-19 (Saraswati et al., 2021). 

None of these studies have reviewed sentiment related to COVID-19 for the Omicron 

variant. This study will analyze the sentiment towards the Omicron variant COVID-19 using the 

NBC method and RapidMiner data mining software. This paper examines sentiment analysis of 

the Omicron COVID-19 variant using the Naive Bayes Classifier (NBC) and the data science tool 

RapidMiner. The Naive Bayes Classifier is a well-known machine learning algorithm noted for its 

ease of use, efficacy, and speed when dealing with text classification tasks. RapidMiner, on the 

other hand, is a popular data science platform that allows for data pretreatment, modeling, and 

assessment, making it a great companion for our sentiment analysis work. 

The remainder of this article is structured as follows: Section 2 describes the methods used, 

including data collection, preparation, and the construction of the Naive Bayes Classifier in 

RapidMiner. Section 3 shows the findings of the sentiment analysis and examines their 

consequences. Finally, Section 4 summarizes the study's contributions and makes 

recommendations for further research. 

 

 

Methodology 

 

Dataset 

 

We began on a rigorous data-driven journey to elucidate the attitudes surrounding the Omicron 

version. Our research includes the collecting of textual data from the popular social media platform 

Twitter. Web scraping techniques and APIs were used to capture a corpus of debates, capturing 
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the digital population's collective voice. The data set was taken by crawling comments from the 

public about the development of the COVID-19 virus, especially the latest variant, Omicron, from 

social media Twitter. Furthermore, the data set will be analyzed to find out what the public opinion 

is about the development of the virus. 

 

Method of Data Collection 

 

Method of Data Collection is a way to get the data needed in carrying out a research 

(Abdillah, HS, et al., 2021). This research involves 3 (three) kinds of data collection methods, 

namely: 1) Observation. This procedure is carried out by immediately observing the development 

of social media about the latest virus, namely the Omicron COVID-19 Variant, 2) Literature Study. 

Searching and studying data from books or other references relevant to the drafting of research 

proposal reports to collect data. The book used by the author as a reference, while the methods 

used by the author in designing and developing can be seen in the bibliography, and 3) Crawl. This 

method is done by creating a script to retrieve comment data on tweets about COVID-19, omicron 

then later this data will be managed to determine public sentiment which is classified as Positive, 

Neutral and Negative sentiment. 

 

Knowledge Discovery in Database (KDD) 

 

This research method has a design of how the flow of this research system will run. In this 

study, researchers used the Knowledge Discovery in Database (KDD) method (Fayyad et al., 

1996). In the following, the researchers describe the research based on the KDD stages as shown 

in figure 1. 

 
Figure 1. The Database Knowledge Discovery Process. 

 

The first step is to select data. At this stage, the data that has been taken is managed using 

the Crawling technique on the Twitter API key. The advantage of this twitter is the availability of 

excellent API (Application Programming Interface) facilities, making it easier for users to obtain 

data from social media (Putra et al., 2020). The data used in this study is the data posted by Twitter 

users on the Twitter.com site. The results of the data crawling process will be carried out by a data 

labeling process to determine the classification of opinions or views from the tweets that have been 

crawled earlier. The labeling process is divided into 3 (three) classes, namely: 1) Positive class, 2) 

Negative class, and 3) Neutral class. 

The second stage is Pre-processing. Preprocessing is the stage of the process to purge data 

from words or tweets that are not needed and words that have no meaning. This process (Hasibuan 

et al., 2023) is carried out according in relation to the data content of the data retrieval process or 

Twitter data crawling. The process of several steps of the preprocessing process has the following 

sequence: 1) Case Folding, 2) Cleaning Text, 3) Feature Normalization, 4) Tokenization, 5) Stop-

word Removal, and 6) Stemming. 
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The third stage is Transformation. In this case, after all tweets are collected from the 

crawling results and the data results have gone through the preprocessing process, the next process 

is to create useful features to simplify the process of classifying the tweet data, usually this process 

is made with a feature extraction process, classification, and model testing. Term frequency-

Inverse document frequency (TF-IDF) is employed in the extraction sentences by assigning values 

or weights to sentences. TF-IDF is used to examine the relevance of keywords to documents in the 

corpus (Qaiser & Ali, 2018). The TF and IDF values are multiplied to obtain the TF-IDF weight 

value (Widiastuti et al., 2017). 

 

𝑡𝑓 = 0.5 + 0.5 𝑥
𝑡𝑓

max (𝑡𝑓)
  (1) 

 

𝑖𝑑𝑓𝑡 = log (
𝐷

𝑑𝑓𝑡
)  (2) 

 

𝑊𝑑. 𝑡 = 𝑡𝑓𝑑. 𝑡 𝑥 𝐼𝐷𝑓𝑑. 𝑡 (3) 

 

The fourth stage is Data Mining. At this stage, apply the NBC algorithm or the 

classification search method from sentiment results that are already in the transformation stage 

into the form of Naïve Bayes Classification algorithm analysis using RapidMiner software. One 

of the better classification methods for implementing Bayesian learning is Naïve Bayes. Its 

capabilities is comparable to a decision tree algorithms and neural networks in some other 

applications, but the computational complexity is much less than other algorithms (Ning et al., 

2019). 

 

𝑃(𝐻|𝑋) =
P(X|H).P(H)

P(H)
  (4) 

 

The fifth stage is Interpretation/Evaluation. The researcher will at this point get results 

based on the info that has been collected or processed in the first stage of Data Collection to the 

Design stage, the final results regarding the level of accuracy, precision and confusion matrix. 

 

RapidMiner 

 

RapidMiner is a software platform that combines machine learning, text mining, predictive 

analytics, and business analytics are all examples of analytics. (J. Arunadevi et al., 2018). 

RapidMiner is commonly used in business, commercial applications, research, and education, and 

training needs because of its speed in prototyping and supporting all machine learning processes 

data preparation, visualization, validation, and optimization (Kori, 2017).  

 

 

Results and Discussion 

 

Crawled Data 

 

The dataset uses crawling from community comments on Twitter with the keyword "Covid 

Omicron". The results obtained from the crawling process using RapidMiner software will be used 

in the preprocessing process. The results of the data crawling process (figure 2.a), using the Twitter 
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API Key, obtained data with a total of 1608 Tweet records, provided that the training data for tweet 

documents was 80% and the training data for tweet documents was 20%. After the crawling 

process by using RapidMiner, the results are as shown in figure 2b. 

The results of the data crawling process will be carried out by a data labeling process to 

determine the classification of opinions or views from the tweets that have been crawled earlier. 

In this labeling process, it is divided into 3 (three) classes, namely: 1) Positive class, 2) Negative 

class, and 3) Neutral class. 

 

 
(a) 

 
(b) 

Figure 2. Twitter Crawled Data Results. 

 

Pre-processing Results 

 

 Preprocessing is the stage of the process to clean data from words or tweets that are not 

needed and words that have no meaning. This process is carried out according to the data content 

of the data retrieval process or Twitter data crawling. The process of several steps of the 

preprocessing process has the following sequence: 1) Case Folding, 2) Cleaning Text, 3) Feature 

Normalization, 4) Tokenization, 5) Stop-word Removal, and 6) Stemming. The example of one of 

the tweets “Terima Kasih kepada staff medis yang membantu merawat pasien corona agar bisa 
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sembuh. COVID19 COVID19 virus corona :( #SaveIndonesia #Corona”. At this stage case folding 

is done by utilizing the transform case operator on RapidMiner. 

 

Table 2. Pre-processing Results 

No Phase Before After 

1 Case Folding 

Terima Kasih kepada staff medis yang 

membantu merawat pasien corona agar bisa 

sembuh. COVID19 COVID19 virus corona 

:( #SaveIndonesia #Corona  

terima kasih kepada staff medis yang 

membantu merawat pasien corona agar bisa 

sembuh. covid19 covid19 virus corona :( 

#saveindonesia #corona 

2 Cleaning Text 

terima kasih kepada staff medis yang 

membantu merawat pasien corona agar bisa 

sembuh. covid19 covid19 virus corona :( 

#saveindonesia #corona  

[terima ] [kasih] [kepada] [staff] [medis] 

[yang] [membantu] [merawat] [pasien] 

[corona] [agar] [bisa] [sembuh][covid19] 

[covid19] [virus] [corona] [:][( ] 

3 
Feature 

Normalization 

terima kasih kepada staff medis yang 

membantu merawat pasien corona agar bisa 

sembuh. covid19 covid19 virus corona :( 

#saveindonesia #corona  

[terima ] [kasih] [kepada] [staff] [medis] 

[yang] [membantu] [merawat] [pasien] 

[corona] [agar] [bisa] [sembuh][covid19] 

[covid19] [virus] [corona] [:][( ] 

4 

Stopword 

Removal & 

Tokenization 

[terima ] [kasih] [kepada] [staff] [medis] 

[yang] [membantu] [merawat] [pasien] 

[corona] [agar] [bisa] [sembuh][covid19] 

[covid19] [virus] [corona] [:][( ] 

[staff] [medis] [membantu] [merawat] 

[pasien] [corona] [sembuh][covid19] 

[covid19] [virus] [corona] 

5 Stemming 

[staff] [medis] [membantu] [merawat] 

[pasien] [corona] [sembuh][covid19] 

[covid19] [virus] [corona] 

[staff] [medis] [bantu] [rawat] [pasien] 

[corona] [sembuh][covid19] [covid19] 

[virus] [corona] 

 

Naïve Bayes Analysis 

 

The Nave Bayes classifier, a text classification stalwart, is at the heart of our effort to 

decipher the attitudes surrounding the Omicron COVID-19 variation. We used this algorithm to 

distill the deep emotional tapestry weaved inside the textual corpus, leveraging its simplicity and 

efficacy. The Nave Bayes classifier is based on the principles of Bayes' theorem and is based on 

the "naive" assumption of feature independence, which is generally true for text analysis, making 

it especially well-suited for our sentiment classification problem. 

The Nave Bayes Classifier is used in the classification process algorithm it is split into two 

(two) processes, namely: 1) Training, and 2) Testing. At the training stage it is utilized to generate 

a sentiment analysis model that will subsequently be used as a reference for classification. 

sentiment with data testing. After previously carrying out the separation process between data for 

training and testing, then the data is processed again using the RapidMiner application with the 

operator part used in the classification process with Naïve Bayes. 

The following are the stages of the process in predicting using the RapidMiner application: 

1) Entering the Read Excel model into RapidMiner, 2) Connecting to the Split Data model in Read 

Excel to divide Testing and Terser data, 3) Adding the Naïve Bayes model to carry out the 

classification process, and 4) Finally use the Apply Model to apply the Naïve Bayes classification 

model. To add informational results such as error testing by adding a Performance model.  



 

 

JOURNAL OF DATA SCIENCE | Vol.2023:07 

eISSN:2805-5160  

http://ipublishing.intimal.edu.my/jods.html 

 
Figure 3. The Naïve Bayes Performance Model. 

 

 

Discussions 

 

The sentiment results obtained from the overall classification process in the form of a histogram 

can be seen in the graphic image. Based on the recapitulation of sentiment analysis regarding the 

development of the Omicron variant of the COVID-9 virus in society, a positive, negative and 

neutral sentiment group was obtained. The results obtained were that 84% of the people responded 

positively, 9% of the people responded neutrally and 7% of the people responded negatively. 

 

 
Figure 4. The Sentiment Analysis Results. 

 

The Omricon variant of COVID-19 is indeed more contagious than other COVID-19 

variants, but the severity tends to be less severe. This causes the public sentiment to be more 

positive in the class. In addition, as time goes by, people are getting more and more familiar with 
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COVID-19 so that it is no longer a scourge that is too scary. The positive class in sentiment analysis 

may reflect "positive sentiment," whereas the negative class may represent "negative sentiment." 

When applied to a binary classification issue, the Naive Bayes Classifier computes the conditional 

probability of the positive and negative classes given the input features. The projected class for the 

input data is then assigned to the class with the highest probability. 

One of the core concepts in sentiment analysis is "positive classification." In this case, 

positive classification refers to finding text comment in Twitter that express a favorable opinion 

of the Omicron variation. Given the nature of the pandemic and the ever-changing public health 

context, identifying positive attitude might provide useful insights. Optimistic emotion could 

reflect an optimistic perspective, pleasant reactions to measures implemented, or even good news 

concerning vaccine efficacy. Finding favorable sentiment in the midst of a sea of data provides a 

more nuanced view of how this variant is seen. 

One important part of our sentiment analysis is the concept of "negative classification." 

Negative classification in this case requires identifying and categorizing text data from social 

media posts that express a negative feeling toward the Omicron variety. This aspect of analysis 

provides a thorough view of the concerns, complaints, and anxieties that people have in response 

to the change. 

Capturing the nuance of neutrality becomes an important part of sentiment analysis when 

people share their ideas, concerns, and facts. The process of identifying and categorizing written 

information, social media posts, and publications that reflect a neutral mood toward the Omicron 

variation is known as neutral classification. While positive and negative attitudes are frequently 

highlighted, knowing neutrality is also critical for a complete grasp of public image. 

 

 

Conclusion and Suggestions 

 

Based on the findings of sentiment analysis research on the COVID-19 variant of Omicron, it was 

found that 97% of the community responded positively, 0% of the community responded to 

Neutral and 13% of the community responded negatively. Also the issue of the latest Omicron 

COVID-19 virus is not dangerous from the beginning of the emergence of the COVID-19 virus in 

the world. For further research, other methods can be added to carry out sentiment analysis. 
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